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Abstract

Social learning is a powerful mechanism through which agents
learn about the world from others. However, humans don’t al-
ways choose to observe others, since social learning can carry
time and cognitive resource costs. How do people balance so-
cial and non-social learning? In this paper, we propose a ra-
tional mentalizing model of the decision to engage in social
learning. This model estimates the utility of social learning by
reasoning about the other agent’s goal and the informativity of
their future actions. It then weighs the utility of social learn-
ing against the utility of self-exploration (non-social learning).
Using a multi-player treasure hunt game, we show that our
model can quantitatively capture human trade-offs between so-
cial and non-social learning. Furthermore, our results indicate
that these two components allow agents to flexibly apply social
learning to achieve their goals more efficiently.
Keywords: social learning, Theory of Mind, decision making,
social cognition, utility maximization

Introduction
Social learning is a powerful mechanism through which hu-
mans and non-human animals acquire information about the
world. It often requires observing other agents’ actions and
extracting information from these observations. However, the
payoffs of social learning are not always immediately clear;
non-social learning (e.g., through trial-and-error) can some-
times be just as (or even more) powerful and efficient.

Imagine you are deciding a restaurant to go for dinner.
There are many restaurant options and you don’t know which
ones are good. You can go through their menus (nonsocial
learning) and decide or observe which restaurants others tend
to go to (social learning). However, because people have dif-
ferent food preferences, social learning may not lead to the
most optimal outcome as many may be heading towards a fa-
mous Italian restaurant but you are craving for Asian food.

Much of the research on social learning has focused on var-
ious heuristics, such as copying the most successful agent or
the majority (Heyes, 2012; Laland, 2004; Muthukrishna et
al., 2016; Rendell et al., 2011). While these heuristics can be
powerful, and seem to be attested in behavioral data, they are
probably not the whole story. Humans are able to use more
sophisticated learning strategies based on reasoning about the
beliefs and desires of other agents (Gershman et al., 2017;
Gweon, 2021; Hawkins et al., 2023). We refer to such strate-
gies as “theory-of-mind” (ToM) social learning. These strate-
gies enable learning from sparse, indirect data. For example,
you might infer that your friend knows a good restaurant but

isn’t hungry, or is hungry but doesn’t know a good restaurant;
only when you can infer that both conditions are true should
you follow your friend. You could also observe your knowl-
edgeable friend when she’s hungry so that you can use this
information later when you’re hungry. Or you could wait un-
til your ignorant friend acquires knowledge before following
them.

Most existing studies on social learning have mainly fo-
cused on tasks where all agents are pursuing the same goal.
For example, in the collective sensing task used by Hawkins
et al. (2023), once the observer can infer who has knowledge
of the goal location, social learning (observing knowledge-
able agents) tends to be less costly than non-social learning
(direct exploration in the environment). In more realistic set-
tings, agents may have different goals, and direct exploration
may sometimes be more effective. While some recent work
has started to explore human social learning in settings with
diverse agent goals Witt et al., 2024, they do not explicitly
propose how humans estimate the utilities of social vs non-
social learning strategies in complex tasks.

Estimating the utility of social learning becomes challeng-
ing in a complex multi-agent domain where agents have di-
verging goals and knowledge. The benefit of observing oth-
ers, despite their expertise, may not always outweigh the cost,
because even if the agents are knowledgeable, they may not
produce behaviors that are more useful to an observer than
direct experience. Even in cases where we can infer useful
information from these behaviors, social learning can quickly
become expensive and time consuming if it requires observ-
ing long trajectories. Our aim is to understand how humans
balance these trade-offs as they decide when to engage in so-
cial vs. non-social learning.

We propose a “Rational Mentalizing” model of social
learning grounded in prior work on Bayesian ToM (Baker et
al., 2017; Jara-Ettinger, 2019). The model estimates the util-
ity of social learning by mentalizing about other agents’ goals
and plans, which it weighs against the utility of non-social
learning to decide if and when to observe the other agent. We
test the model in a complex multi-agent treasure hunt game
where each player needs to find one hidden object in order to
pass a barrier and reach their goal. On each step, the main
agent, controlled by the participants, can either observe an-
other agent for one step with a low cost, or perform an action
with a higher cost. We created different trade-offs by vary-



ing the layout of the environment, allowing us to disentangle
the predictions of the rational mentalizing model from several
alternatives (Figure 1).

Related Work
Social learning and non-social learning
Social learning and non-social learning are two dominate
ways humans and non-human animals apply to acquire new
information and skills. The former enables agents to observe
others to gather social information while non-social learning
primarily relies on reward learning by trial-and-error. Studies
in evolutionary biology and animal cognition have long ex-
plored the ”when” and ”who” in social learning and suggested
that social learning gives social learners evolutionary advan-
tages as they can gather information more efficiently than
non-social learners (Henrich, 2016; Heyes, 2012; Kameda &
Nakanishi, 2003; Kendal et al., 2005, 2018). However, most
existing studies treat social learning as copying or imitating
other agent’s actions or policies. Human social learning, on
the other hand, is uniquely complex, flexible and efficient,
as we don’t simply copy successful agents, but use higher
level cognitive skills to reason about the secrets behind their
success (Bonawitz & Shafto, 2016; Gweon, 2021; Horner &
Whiten, 2005).

Theory of Mind
Theory of Mind refers to human’s ability to reason about
other agents’ mental states such as goals and beliefs. It’s a
critical cognitive skill for human social interaction (Wellman,
2002; Wellman & Lagattuta, 2004). Recent work in cognitive
science has increasingly suggested that Theory of Mind plays
a crucial role in human teaching and learning (Dutemple et
al., 2023; Gweon, 2021; Hawkins et al., 2023; Shafto et al.,
2012).

Our work builds on the Bayesian Theory of Mind frame-
work by Baker et al. (2017), which models other agents as
rational planners and infers their goals and beliefs by invert-
ing a generative model of agent’s goal-directed actions. The
BToM model has been used for modeling a variety of human
social behaviors that involve mentalizing (Stacy et al., 2021;
Ying et al., 2024; Zhi-Xuan et al., 2024).

Rational Utility Maximization
Our work is also related to research on human rational de-
cision making, which models humans as reward maximizers
(Gershman et al., 2015; Simon, 1955). Past research in so-
cial learning has shown evidence of utility computation in
humans’ adaptive social and non-social learning strategies.
For example, Kendal et al. (2005) shows that people are more
likely to engage in social learning when the cost of non-social
learning increases. However, as far as we know, there has not
been any studies on estimating the utility of social learning.

Computational Model
In this section, we describe our rational mentalizing model
of social learning. We start by formulating the problem
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Figure 1: Two major components of the full rational men-
talizing model. Mentalizing about other agents’ goals and
future actions allows the observer to estimate the utility of
social learning. Utility maximization enables the observer to
weigh the utility of social learning against non-social learn-
ing. Three alternative models occupy different parts of the
model space (see text for details).

in a partially-observable multiagent setting. We then uses
Bayesian Theory-of-Mind (BToM) as a computational frame-
work for inferring agents’ goals and beliefs, which we then
use for utility estimation by simulating the other agents’ fu-
ture actions and evaluating their informativity for the ob-
server’s own planning.

Problem Formulation

We formulate the setting as a two-player decentralized par-
tially observable markov decision process (Dec-POMDP),
described by the tuple (S,A,C,G,Ω,O,Ps,Pi), where S is the
set of environment states, A = Am ×Ao the set of player ac-
tions, Am = {am} is the set of main agent actions, Ao = {ao}
is the set of other agent actions, C : S×A→R is a cost func-
tion that maps state-action transitions to real numbers, G is
a set of possible goals gm for the main agent and go for the
other agent, each gm,go ⊆ S is a set of terminal states, Ω is the
set of observations the agents can make, O is the agents’ ob-
servation function P(o|s), Ps(s′|s,am,ao) is the environment
transition distribution, and Pi(si,g) is a distribution over ini-
tial states of the game.

If an agent does not have full observability, their belief at
timestep t about the state is bt , which gets updated at each
timestep.

Modeling agent’s planning and social inference

Following prior work on rational planning and inverse plan-
ning (Ying et al., 2023; Zhi-Xuan et al., 2024), we first define



a forward model for planning by agent i:

Goal Prior: P(gi) (1)
State Prior: P(s0) (2)

Belief Update: bi
t ∼ P(bi

t |ot) (3)

Action Selection: ai
t ∼ P(ai

t |bi
t−1,g

i) (4)

State Transition: st ∼ P(st |st−1,ai
t) (5)

where

P(ai
t |bi

t−1,g) =
exp

(
−βQ̂g(bi

t−1,a
i)
)

∑a′ exp
(
−βQ̂g(bi

t−1,a′)
) (6)

is the agent’s policy with temperature β > 0, which indicates
action optimality. Here Q̂g(bt−1,ai) represents the estimated
cost of the optimal plan to achieve goal gi after taking action
ai starting at the believed state bi

t−1.
Then given observations of the agent’s actions for T

timesteps, the agent’s goal and beliefs can be inferred by in-
verting the conditional probability:

P(gi,bi
0:T |ai

1:T ) ∝ ∑s0:T P(gi)P(s0)P(bi
0|s0)

∏
T
t=1 P(ai

t |bi
t−1,g)P(st |st−1,ai

t)P(b
i
t |st). (7)

Estimating the utility of social vs non-social learning
We estimate the utility of the main player m observing (am =
Obs) the other player o at timestep t by simulating possible
goals and plans the other agent may pursue, then estimating
how the other agent’s future goal-directed actions may be use-
ful for the observer’s own planning, weighted by the likeli-
hood of the goal inferred from past action observations in Eq.
7:

U(Obs,bm
t ,g

m) = ∑
go∈G

P(go)U(Obs,bm
t ,g

m|go), (8)

Each conditional utility function can then be calculated as the
total cost of the agent’s plan under social learning which in-
cludes observing the other agent for T steps then moving to
retrieve the goal. We assume the agent’s observing is opti-
mal where they stop observing when the benefit of additional
observations doesn’t offset the observation costs.

U(Obs,bm
t ,g

m|go) = ∑
bo

t

P(bo
t )max

T
U(Obs,bm

t ,g
m,T |go,bo

t )

= ∑
bo

t

P(bo
t )max

T

−T ×C(Obs)− ∑
am∈π(gm,bm′

t )

C(am)

 (9)

where T is the number of observe actions performed by the
observer, C is the cost function, and π is the planner that re-
turns a set of actions given the agent’s goal and beliefs, and
bm′

t is the updated main agent’s belief after observing the
other agent’s action for T steps ao

1:t+T , which can be simu-
lated by running forward planning with other agent’s goal go

and possible belief states bo
t .

Figure 2: Experiment interface for the multiagent treasure
hunt game. At each timestep, the main player in red can
choose to either observe the other agent in blue or explore
the maze themselves.

On the other hand, the utility for acting rather than observ-
ing (am = Act) is:

U(Act,bm
t ,g

m) =− ∑
am∈π(gm,bm

t )

C(am), (10)

which is the total plan cost under self-exploration. Then at
each timestep t, the agent chooses to observe only if the utility
of social outweighs the utility of non-social learning.

U(Obs,bm
t ,g

m)>U(Act,bm
t ,g

m). (11)

In our implementation, we use an A star search planner
(Hart et al., 1968) for simulating the agent’s future actions.

Experiment
To evaluate our model on people’s social learning behavior,
we designed a multiagent game where the player can choose
to either observe the other player or explore the maze by
themselves. This game design enable us to investigate how
humans flexibly use social learning and nonsocial learning to
most efficiently achieve their goal and what factors influence
people’s social learning and nonsocial learning behavior. We
collected data on human participants playing the game and
analyzed their observing behaviors under carefully designed
game levels.

Domain and scenarios
Our domain is a mutli-agent treasure hunt game, inspired by
the single-agent door-keys-gems domain used in prior work
(Ying et al., 2024; Zhi-Xuan et al., 2020) for studying agent’s
rational planning and theory of mind.

The game interface is shown in Figure 2. In this game,
there are 3 treasure chests labeled with letters A, B, C. These
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Figure 3: Correlation plot comparing model predictions and human behavior. Each point represents average model or human
social learning behavior (the number of observe steps) on a given game level. Error bars indicate standard error. CI indicates
95% confidence interval.

treasure chests are either unobstructed or blocked by a red
or blue barrier. In order to pass through a barrier, the player
needs to obtain an amulet of the same color from the wizards
that reside in the map. The number of blue and red wizards
varies across maps. Furthermore, among all blue (red) wiz-
ards, only one has a blue (red) amulet. Multiple agents can
play the game concurrently. They can see each other’s loca-
tion, yet each agent’s action does not affect any other agent’s
game state. In other words, any agent who gets an amulet
from a wizard, passes through a barrier and retrieve a trea-
sure box doesn’t affect the other agent doing the same.

In our experimental setup, there are two agents playing the
game. The red agent is the observer agent controlled by the
human whereas the blue agent is an NPC being observed. The
two agents each has a goal of retrieving one of the three gold
chests, but they do not know the goal of the other agent. The
observer agent’s goal is given to the human player at the be-
ginning of the trial.

The red agent does not know which wizard has the amulet
yet the red agent knows that the blue agent has full knowledge
about the location of the amulet (Other agent’s level = Expert)
and therefore the red agent can observe the blue agent and see
if they walk towards any blue wizards. At each timestep, the
red agent can choose to either observe, in which case the other
agent moves one step, or move in one of the four directions
(up, down, left, right), in which case the other agent stays
still.

We constructed 27 game maps, each with two variants with
a total of 54 stimuli. Each variant of the map corresponds to
different goal and path pair of the other agent, where in one
stimulus the other agent has the same goal as the observer
agent and in the other stimulus their goals differ. Across the
stimuli we vary goals and locations of the main agent and
the other agent in order to test participants’ social learning
behavior across a variety of scenarios.

Experimental Procedure
Our study was conducted through an online interface. The
participants were first presented with instructions and then
an interactive tutorial. Each participant then completed 10

different trials, each containing a different map.
In each trial, the participants were given a fixed amount of

points at start, which were spent as they perform different
actions. The participants received the leftover points after
they completed the assigned goal in each trial. At the end
of the experiment, the participants received a bonus payment
for the points they accumulated.

Human Participants
We recruited 222 US participants through Prolific (mean age
= 37.32, 119 female, 99 male, 2 non-binary, 2 others). The
participants were paid 15 dollars per hour. We excluded 16
participants who had a final score below 0.

Average Steps Average Cost

Naive Observer 46.43 (2.03) 86.02 (4.27)
Rational Non-mentalizing 44.20 (2.41) 83.68 (4.68)
Social Mentalizing 39.35 (1.75) 78.93 (4.03)
Rational Mentalizing 37.24 (2.06) 76.72 (4.37)
Humans 37.89 (2.00) 77.43 (4.06)

Table 1: Average model and human performances on the trea-
sure hunt game. The rational mentalizing model took a sim-
ilar number of steps as did humans and is the most efficient
among all models. Standard errors are shown in parentheses.

Baselines
Our model has two key components: mentalizing about other
agents’ mental states from observations and rational decision
making by comparing expected utilities for social learning
and non-social learning. To evaluate the criticality of the two
components, we include three ablation models as baselines
by removing one or both of the components. The number of
observations is capped at 15 steps for each trial.

• Naive Observer: The agent always observes until the other
agent stops moving (reaches their goal) or interacts with a
wizard. Once the other agent interacts with a wizard, the
player knows that wizard possess an amulet.
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Figure 4: Four qualitative examples comparing human and model observing behaviors. In examples A and B, we show that
the number of observations taken by the Rational Mentalizing model and human participants is sensitive to the quantity and
placement of the blue wizards. In example C we show mentalizing about the other agent’s goal is essential in determining
whether the agent should observe the other agent. In example D we show that humans and the Rational Mentalizing model can
rationally decide not to observe the other agent when non-social learning is cheaper than social learning. Error bars indicate the
standard error.

• Rational Non-mentalizing Observer: The agent compares
the utility of self-exploration against social learning to de-
cide whether to observe the other agent. However, the ob-
server does not infer the other agent’s mental states. The
observer always assumes the other agent has the same goal
and observes until the other agent stops moving or interacts
with a wizard.

• Social Mentalizing Observer: The agent does not evaluate
the utility of nonsocial learning. The agent decides to ob-

serve when they expect the other agent’s future actions to
be informative about the environment state:

max
T

KL[P(bm
t )||P(bm

t |ao
t:t+T )]> 0 (12)

Results
Quantitative analysis
As shown in Figure 3, the Rational Mentalizing model cor-
related strongly with human behavior, with r = 0.83, where



the split-half correlation among human participants is 0.8. In
contrast, the baseline models fitted poorly. We also compared
the average number of steps and planning cost to complete
each trial for humans and models in Table 1. The Rational
Mentalizing model closely matched the human statistics, al-
though humans on average tend to observe slightly more than
the Rational Mentalizing model (still much less than the non-
mentalizing models). This might be because human subjects
assume that the other agent’s last action could be due to a
mistake, and therefore they often observe 1 or 2 steps more to
accumulate additional evidence that the other agent is indeed
walking towards a certain wizard or chest. The Social Men-
talizing model also matched the results fairly well, though not
quite as closely. These results support the claim that mental-
izing about other agents and rational utility maximization are
both indispensable for explaining flexible human social learn-
ing.

Qualitative analysis
To lend further insights into how mentalizing and utility max-
imization work together to enable flexible social learning, we
highlight some diagnostic qualitative examples in Fig. 4.

In example A, we show how small modification of the map
can affect both human and model observing behaviors, where
A.1 and A.2 have the same map but different numbers of blue
wizards. In this example, the main agent’s goal is to get Trea-
sure Chest B. By mentalizing over the other agent’s goal, both
mentalizing models reason that the other agent’s goal is either
B or C, both of which require getting a blue amulet from one
of the wizards.

In A.1, human participants observed 2.86 steps on average,
similar to the mentalizing models (around 3 steps). This is
because at timestep 3, when the other agent turned right, the
mentalizing observer can infer that the blue amulet is with
the blue wizard on the top right. In A.2, when two more wiz-
ards were added, the number of observation steps increased to
7.0 for both human participants and the mentalizing models,
where the other agent walked past the third blue wizard from
left. These examples show that mentalizing models can flex-
ibly adjust its social learning behavior to adapt to different
different contexts through using theory of mind.

In example B, the main agent’s goal is to retrieve Trea-
sure Chest A, which requires a red key from the red wizard.
Most human participants, as well as the rational mentalizing
model, chose not to observe the other agent. The social men-
talizing model, on the other hand, observed the other agent
until it can infer which blue wizard has the amulet (B.1) or
the other agent is heading towards Treasure Chest B. This ex-
ample shows that the utility of social learning hinges on the
goal of the learner; humans actively seek goal-relevant infor-
mation through social learning.

In example C, the other agent’s goals and plans necessi-
tate different instrumental actions. In C.1, where the other
agent’s path is informative, humans and the mentalizing mod-
els observed 6.05 and 5 steps, respectively, whereas the non-
mentalizing models observed 9 steps. On the other hand, in

C.2, both humans and the mentalizing models stopped ob-
serving at timestep 3.88 and 3, respectively, when they real-
ized the other agent is heading towards treasure A and the fu-
ture actions would not be informative for the observer’s own
goal and plan. A non-mentalizing observer would need to
observe until the other agent interacts with the blue wizard
or stops moving after retrieving the goal chest. These results
show that mentalizing enables agents to infer other agents’
latent knowledge of the world without observing the full tra-
jectory.

In example D, we show how rational utility maximization
enables the observer to decide whether to engage in social
learning. The other agent is situated far away from the two
blue wizards, while the main agent is close to them. In this
case, non-social learning is cheap while social learning can
be costly, as the observer is not only uncertain about the other
agent’s goal, but also needs to observe for many steps in order
to recover any social information. As a result, most human
participants and the rational mentalizing model chose not to
observe the other agent. The social mentalizing model, on
the other hand, chose to observe until it can infer which blue
agent has the amulet (D.1) or realizes that the other agent is
heading towards a red wizard (D.2).

Discussion and future directions
In this paper, we proposed a rational mentalizing model of hu-
man social learning, identifying two key secrets to the success
of flexible and efficient human social learning: (1) the ability
to reason about other agents’ goals, beliefs and plans; and (2)
the ability to flexibly switch between social and non-social
learning by estimating their relative utility. Using a multia-
gent treasure hunt game, where the main player can gather
information by either observing the other agent or exploring
by themselves, we found that the rational mentalizing model
matches human observing behaviors with quantitative accu-
racy, whereas alternative models fitted poorly and were less
efficient in recovering the relevant information.

Our work has several limitations. First, our game setup
is quite simple. In the real world, the decision to engage in
social vs non-social learning may be influenced by other con-
textual and idiosyncratic factors, such as an individual’s gen-
eral propensity to observe (sociality vs non-sociality). Future
work can enrich the rational mentalizing model to more fully
capture the range of human social learning behaviors.

Second, in our setup the observed agent has full knowledge
of the maze and object placements. This is often not true in
human social learning tasks. For our next step, we aim to
model if and how humans learn from others who may not
have the perfect information.

Third, humans often learn in a complex social environment
with the presence of multiple agents or groups. We only in-
cluded one expert agent in our experimental setup. Future
work can scale the rational mentalizing model to model social
learning behavior in crowds of players with diverging inter-
ests, expertise, and goals.
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