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How do people judge responsibility in collaborative tasks? Past work has proposed a number of metrics that
people may use to attribute blame and credit to others, such as effort, competence, and force. Some theories
consider only the actual effort or force (individuals are more responsible if they put forth more effort or force),
whereas others consider counterfactuals (individuals are more responsible if some alternative behavior on their
or their collaborator’s part could have altered the outcome). Across four experiments (N = 717), we found
that participants’ judgments are best described by a model that considers both actual and counterfactual effort.
This finding generalized to an independent validation data set (N = 99). Our results thus support a dual-factor

theory of responsibility attribution in collaborative tasks.

1. Introduction

When humans collaborate, we often face the problem of appor-
tioning responsibility for the outcome of the collaboration. When a
scientific team makes a new discovery, who gets the credit? When a
new product tanks, who in the company shoulders the blame? Respon-
sibility attributions are not only important in splitting the spoils of
past collaborations; they also help teams better adapt to new ones, by
informing decisions about whom to recruit for a future collaboration, or
about how to structure teams to increase the chances of success in the
future. However, compared to judging an individual’s responsibility for
their own, isolated actions, responsibility attributions in collaborative
settings pose a unique challenge: When multiple agents bring about a
single outcome, how do we judge the responsibility of each agent?

One simple solution to this problem would be to simply share blame
and credit evenly among all collaborators. However, responsibility at-
tributions in collaborative tasks are often uneven. For example, suppose
that you and your friend are trying to lift a couch up a flight of stairs.
You both grab the underside of the couch and try to pull the couch up.
You are not very strong, so you decide to put in an all-out effort and
pull with all your might. Your friend gives the couch a gentle pull, but
she is a champion powerlifter, so even a gentle effort from her outstrips
the force you have applied. The couch refuses to budge. Even though
you actually contributed less, your friend may receive a greater share
of the blame. Because your friend is stronger and put in less effort,

she could have contributed more and potentially changed the outcome.
Indeed, past work has found that young children give a greater share
of the rewards of successful collaborations to collaborators who did
more (Schéfer et al., 2023), and adults give a greater share of the blame
for failed collaborations to collaborators who could have changed the
outcome (Allen et al., 2015).

Currently the literature offers several conflicting accounts of the
precise computations that drive these intuitions. These various accounts
agree, however, on one central premise: Responsibility judgments are
deeply tied to the process of causal attribution (Weiner, 1995). Peo-
ple hold others responsible for outcomes they cause, and exculpate
them from responsibility otherwise. However, past accounts have pro-
posed a number of metrics that people may use to attribute causation.
They largely fall under two styles of reasoning: production style and
counterfactual style (Hall, 2004).

Classical production-style theories attribute causation based on the
force that one object or agent exerts on another. Dowe (2000) described
causal interactions as exchanges of conserved quantities, such as force
passed from one object or agent to another. Following Talmy’s (1988)
analysis of linguistic notions of causation, Wolff (2007) developed a
force dynamics model, characterizing causation as a pattern of forces
and a position vector. According to this account, the representation of
causal events consists of the magnitude and direction of the forces of a
patient and an affector. An affector causes a patient to approach an end
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state only if the patient lacks the tendency to approach the end state
but ends up doing so under the impact of the affector. For example,
if a woman walks towards a man unwillingly only because a police
officer directs her to do so, this scene would be interpreted as “the
officer caused the woman to walk to the man”. Causal judgments are
thus made by combining the forces produced by agents, making force a
possible metric for responsibility attributions. Production-based models
have also been applied to moral judgments (Greene et al., 2009; Nagel
& Waldman, 2012; Waldmann & Dieterich, 2007).

While production-style models typically involve a chain of events
where some quantity is transmitted from cause to effect, they are just
one canonical, well-studied example of a broader family of models that
track agents’ actual contributions to an event. Here we use the term
actual-contribution models to refer to a broader class of theories that
hold an agent responsible for an event based on actual properties of
that agent (as opposed to counterfactual ones). Our category of actual-
contribution models is thus a) broader in the sense that they encompass
more than force, and b) apply to judgments of responsibility rather
than causation. Specifically, in addition to force, we also consider the
competence of agents (i.e., the maximum amount of force they can gen-
erate) and the effort actually exerted (i.e., the proportion of competence
exerted—that is, force divided by competence). Related to our notion
of competence, Gerstenberg et al. (2011) found that responsibility
judgments are closely related to agents’ skill levels: Skilled players
receive more blame for losses than unskilled players, but receive similar
credit for wins compared to unskilled players. And, related to our
notion of effort, some studies argue that moral judgments are based
on the degree of effort exerted in performing the act: Greater effort in
performing immoral acts would lead to more blame, whereas greater
effort in performing moral acts would lead to more credit (Bigman
& Tamir, 2016; Jara-Ettinger et al., 2014). Individuals also tend to
be punished more if they fail for lack of effort, rather than lack of
ability (Weiner, 1993).

In contrast, counterfactual-style accounts propose that causal judg-
ments are made by considering whether the outcome would be different
in an alternative world where the agents had acted differently. An
agent bears responsibility to the extent that their actions were neces-
sary to the outcome. This form of counterfactual dependence is espe-
cially important for causal attributions in moral judgments (Lombrozo,
2010). Chockler and Halpern (2004) proposed a model of responsibility
which assigns responsibility based on the minimal number of changes
that have to be made to obtain a contingency where an outcome
depends on an event. This model has since been supported by experi-
ments that manipulated the contributions of different agents to a group
outcome (Gerstenberg & Lagnado, 2010; Zultan et al., 2012).

In this paper, we explore how reasoning about agents’ actual con-
tribution and counterfactual contribution contribute to responsibility
judgments in a collaborative box-lifting task. Across five experiments,
we compared participants’ judgments to seven models: three actual-
contribution models (which map agents’ actual force, strength, or
effort directly onto responsibility judgments), three counterfactual-
contribution models (which base their judgments on different effort
counterfactuals), and an ensemble model that combines aspects of the
winning actual- and counterfactual-contribution models. Here, force is
operationalized as the physical force exerted by each agent on the box;
competence, or strength, is operationalized as the maximum force an
agent could exert; and effort is operationalized as the proportion of
strength exerted (i.e., force divided by strength). Informed by these
models, we designed a range of scenarios involving different levels
of competence, effort, force, and box weight. Below, we describe our
theoretical framework in more detail.

2. Theoretical framework

In the experiments below, participants viewed vignettes where pairs
of agents attempted to lift a box together, and participants apportioned
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Table 1
Summary of the models. The best-fitting model in each reasoning style is in boldface.
Reasoning style Model
Actual contribution Force
Assigns responsibility based on the focal agent’s Strength
actual properties Effort

Counterfactual contribution
Assigns responsibility based on how much effort
could have exerted

Focal agent only
Non-focal agent only
Both agents

Ensemble Ensemble
Averages the outputs of the best actual- and

counterfactual-contribution models

credit (when the lift was successful) or blame (when it failed) to
individual agents. Each box has some weight W, and each agent « has
a strength .S, € [1,10] defined as the maximum degree of force that
they can exert. Each agent chooses how much force to exert (F, €
[0, S,D); the subjective effort needed to produce this force is given by
the proportion E, = g—: Finally, the two agents successfully lift the box
if their combined force is greater than or equal to the weight of the box.
In other words, the outcome is determined by L =I[Y,, F, > W], where
I is an indicator function; L = 1 indicates that the lift was successful
(L = 0 otherwise). We use R, to denote the responsibility (blame or
credit) assigned to each agent after the lift attempt.

Below we describe how each model computes responsibility based
on a description of the lifting event. Table 1 summarizes the models,
organized by reasoning style. At the end of the Theoretical framework
section, we apply the models to a concrete example to illustrate how
the models compute responsibility judgments.

2.1. Actual-contribution models

» Force model. The force (F) model judges responsibility based on
how much force an agent generates in the event. Agents who exert
more force are credited more for successes and blamed less for
failures:

F, if L=1
R:-cx “ ! €))
10-F, ifL=0

Strength model. The strength (S) model considers agents’ strength
as the metric for responsibility judgments. Gerstenberg et al.
(2011) found that stronger agents are blamed more for failures.
Although they did not find the same for credit assignment, intu-
itively, in a collaborative setting where each person’s contribution
is not directly observable, stronger people are blamed more for
failures and credited more for successes. Imagine a scenario where
an adult and a toddler lift a heavy box together. Their force
and effort are unknown, although greater force on the part of
the grownup might be inferred due to their superior strength.
It would be natural to attribute the success mostly to the adult,
rather than to the toddler. Following these intuitions, we design
our Strength model in such a way that stronger agents are
credited more for successes and blamed more for failures:

RS« S, 2

Effort model. The effort (E) model attributes blame and credit
based on the level of effort an agent exerts. Agents who exert
more effort are credited more for successes and blamed less for
failures:

RE o ) Ea ifL=1 @
“ 1-E, ifL=0
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2.2. Counterfactual-contribution models

We adapt Icard et al’s (2017) quantitative measure of causal
strength to construct our counterfactual-contribution models. The key
point of their theory is that people sample counterfactuals when they
are making causal judgments, and the causal strength is a combination
of actual necessity (whether changes in the focal agent could change
the outcome) and robust sufficiency (whether changes in background
conditions could change the outcome). When applied to our setup, the
focal agent refers to the agent people are judging, and background
conditions refer to the non-focal agent (the other agent).

Our counterfactual-contribution models consider whether the out-
come would have been different if one or more agents had acted
differently. According to Kahneman and Miller’s (1986) norm theory,
people are more likely to simulate modifications of variables that are
more mutable (i.e., variables that could plausibly have been different).
Similarly, Girotto et al. (1991) found that people tend to mutate con-
trollable events. In our setup, effort is more controllable and mutable
than strength—it is more plausible that agents could have exerted more
or less effort, compared to agents having more or less strength (at least
on a short timescale). The key implication is that agents should be
credited or blamed more based on how much effort they could have
exerted. This idea is broadly consistent with the account of negligence
developed by Sarin and Cushman (2022), who argued that people
punish negligence when others could have exerted more mental effort
(e.g., bringing to mind information useful for avoiding important risks).

In light of these points, our counterfactual-contribution models con-
sider whether a counterfactual effort allocation (denoted as E’) could
have altered the outcome. If agents fail, we consider whether they could
have done more to change the outcome (upwards counterfactuals); if
they succeed, we consider whether doing less would have changed the
outcome (downwards counterfactuals). These assumptions agree with
studies showing that people engage in upward counterfactual thinking
after failures and downward counterfactual thinking after unexpected
successes (Sanna & Turley, 1996).

Each agent’s probability of changing the outcome is defined as:

+ P(ENI[E'S, + E;;S,, <W] ifL=1
Pz{zgauﬂaa 1aSja < W1 @

¢ g PEDUES, + E;oS), 2 W1 if L=0,

where /a indexes the agent other than agent a. For simplicity, we
assume counterfactual efforts (E(l;) are drawn from discrete uniform
distributions in increments of 0.01, ranging between 0 and E, when
L =1, and between E, and 1 when L =0.

 Focal agent only The Focal-agent-only (FA) counterfactual model
only considers counterfactual actions on the part of the focal
agent. The focal agent’s responsibility is proportional to the
likelihood of her changing the outcome by altering her effort
allocation, while holding the non-focal agent’s effort allocation
fixed:

REA o P, (5)

In other words, the more likely the focal agent is able to change
the outcome, the more blame she gets for failures and the more
credit she gets for successes.

Non-focal agent only The Non-focal-agent-only (NFA) counter-
factual model only considers counterfactual actions of the non-
focal agent. Holding the focal agent’s effort allocation fixed, the
more likely the non-focal agent is able to change the outcome, the
less blame the focal agent gets for failures and the less credit the
focal agent gets for successes:

R A« 1-P, (6)
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» Both agents The both-agent (BA) counterfactual model considers
counterfactual actions of both the focal agent and the non-focal
agent, i.e., a weighted combination of the Focal-agent-only model
and the Non-focal-agent-only model. For simplicity, we assign
equal weights to the two:

R34 o (REA + RYVFAY /2 Q)

Intuitively, this model assigns more responsibility to an agent
when (a) she is more likely to change the outcome by adjusting
her level of effort, and (b) the other agent is less likely to change
the outcome by adjusting their effort.

2.3. Ensemble model

The Ensemble (EBA) model combines the best-fitting actual- and
counterfactual-contribution models. We designed this model to explore
the possibility that people employed two styles of reasoning simultane-
ously. To foreshadow our results, we found that the Effort model and
the Both-agent counterfactual model provided the best fit to the behav-
ioral data, therefore the Ensemble model is a weighted combination of
the Effort model and the Both-agent counterfactual model:

RfBA 53 wa +(1- w)RfA, ®

where w € [0, 1] is the weight parameter. When w = 0, the Ensemble
model is essentially the Effort model, and when w = 1, the Ensemble
model is equivalent to the Both-agent counterfactual model.

For simplicity, we assign equal weights to both models (w = 0.5),
which results in:

REBA o« (RE + RBY /2 C)

We are not making strong claims about the weights. Instead, we care
about whether a combination of the two models captures the qualitative
patterns of the data better and provides a better quantitative fit than
individual models, without adding free parameters to the model. The
equal-weighting design is also supported by regression results showing
that the two models have similar coefficients when they are used to pre-
dict participants’ judgments (see the Results section of Experiments 1a
and 1b). Additionally, we explored unequal-weighting models, which
produced similar predictions visualized in Figure S1 in the Supplement.

2.4. Toy scenario

To better understand how the models generate predictions and
compute counterfactual probabilities, imagine a toy scenario where
Agent A has a strength of 8, exerted 40% effort, and produced a force
of 8 x 0.4 = 3.2. Agent B has a strength of 8, exerted 20% effort, and
produced a force of 8 x 0.2 = 1.6. They failed to lift a box of Weight
8 since their combined force was 3.2 + 1.6 = 4.8 < 8. Expressed in
mathematical form, that is: F, =3.2,5, =8,E, =040, Fz = 1.6,S =
8, Eg = 0.20. Suppose that we are judging Agent A’s responsibility,
i.e., how much blame Agent A should receive for the team’s failure on
a scale of 0 to 10. In other words, Agent A is the focal agent.

The actual-contribution models assign blame based on the actual
properties of the agent:

» The Force (F) model predicts that Agent A’s blame equals 10
minus the force she exerted, that is, Rﬁ =10-3.2=6.8.

+ The Strength (S) model predicts that Agent A’s blame equals her
strength, that is, RS = 8.

» The Effort (E) model predicts that Agent A’s blame is equal to
100% minus the level of effort she exerted, then rescaled a 0-10
range, that is, RE = 6.
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The counterfactual-contribution models assign blame based on how
likely counterfactual effort allocations would have changed the out-
come. Intuitively: when agents fail, counterfactual models consider
whether agents could have succeeded if they had put in more ef-
fort; conversely, when agents succeed, counterfactual models consider
whether agents would have failed if they had put in less effort. Since
agents failed in this toy scenario, we consider upward counterfactuals;
for example, Agent A’s counterfactual effort allocations range from 41%
to 100% with increments of 1%. Since the models have a uniform
prior over these upward counterfactual effort allocations, the proba-
bility of Agent A changing the outcome is computed by plugging each
counterfactual effort allocation (E;‘) into the equation

E\ xSy +EpxSp>W, (10)

and taking the mean. For example, if Agent A had exerted 50% effort,
then E/ x S, + Ep x Sp = 05x8+02x8 = 56 which is less
than 8, returning a O (false). If Agent A had exerted 90% effort, then
E)\ xSy +EgxSp =09 x 8 + 02 x 8 = 88 which is greater
than 8, returning a 1 (true). Thus, unless Agent A had exerted an effort
between 80% and 100%, she would not have overturned the outcome.
If we take the average of all the counterfactual effort allocations applied
to Eq. (10), we get the probability of Agent A changing the outcome by
altering her effort allocation: P, = 0.35.

Similarly, Agent B’s counterfactual effort allocations range from
21% to 100% with increments of 1%. Following the same calculations,
we get the probability of Agent B changing the outcome by altering her
effort allocation: Pz = 0.51.

The counterfactual-contribution models use P, and Pz to make
predictions of responsibility:

» The Focal-agent-only (FA) counterfactual model predicts that
Agent A should receive blame that is proportional to Py, that is,
REA =35,

» The Non-focal-agent-only (NFA) counterfactual model predicts
that Agent A should receive blame that is proportional to 1 — Pp,
that is, R4 = 4.88.

» The Both-agent (BA) counterfactual model predicts that Agent A’s
blame should be the average of R4 and RYF4, that is, RE4 =
(3.5+4.88)/2 =4.19.

Finally, the Ensemble (EBA) model predicts that Agent A’s blame
should be the average of RE and R24, that is, R{84 = (6 +4.19)/2 =
5.09. Note that, put together, the Ensemble model makes a more lenient
responsibility judgment than a model that considers an agent’s actual
effort alone—though the agent did not contribute very much effort,
there were relatively few effort allocations that would have changed
the outcome.

3. Experiments 1a and 1b

In these experiments, participants apportioned responsibility to
agents in a range of scenarios that were designed to elicit quantita-
tively distinct judgments from the models described above. Addition-
ally, across the two experiments, we manipulated agents’ “difference-
making” ability to qualitatively test the predictions of the counterfac
tual-contribution models. “Difference-making” refers to whether an
agent is able to make a difference to the outcome by changing her effort
allocation. In Experiment 1a, both agents are always difference-makers,
whereas in Experiment 1b, only one agent is a difference-maker at a
time. Difference-making is a purely counterfactual concept; thus, we
would expect the data to be qualitatively different across the two exper-
iments if people only consider whether a single agent could have acted
differently to change the outcome, as predicted by the Focal-agent-only
counterfactual model and Non-focal-agent-only counterfactual model.
The Both-agent counterfactual model does not make this prediction.
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3.1. Materials and methods

3.1.1. Participants

We recruited 180 participants for each experiment via Amazon’s
Mechanical Turk platform (MTurk). Participants’ demographic informa-
tion was not collected. To make sure that they understood the task, par-
ticipants completed a comprehension check following the instructions.
The comprehension check questions tested participants’ knowledge of
the structure of the task and agents’ reward function, their understand-
ing of strength, effort, and force, etc. We include in the Supplement a
list of the comprehension check questions we used (see Comprehension
check questions used in the experiments). Participants were allowed
to proceed to the experiment only after they answered all the com-
prehension check questions correctly. Participants in Experiment la
received $3.00 to complete 30 trials with an estimated completion time
of 15 min. Participants in Experiment 1b were paid $2.50 to complete
25 trials with an estimated completion time of 12 min. To ensure
data quality, participants completed two attention checks during the
experiment. Participants received a warning after failing an attention
check for the first time. Participants who failed only one attention
check were allowed to finish the experiment, and their data were
saved and not excluded from analyses. Participants who failed both
attention checks were asked to leave the study before completion. The
experiments were approved by the Harvard Institutional Review Board
and pre-registered at https://aspredicted.org/MCX _M9K; we explain
deviations from the preregistered analysis plan in the Supplement (see
Deviations from pre-registrations).

3.1.2. Stimuli

We designed the stimuli such that in each scenario, the two agents
either have the same strength, same effort, or same force (5 trials
for each type). This allowed us to differentiate between the actual-
contribution models: If people use any of these as their metric for
judging responsibility, we would expect that the same responsibility be
attributed to the two agents when they match on that dimension. For
example, if people attribute responsibility based on effort, we should
see the same responsibility assigned to both agents when their effort is
matched.

To minimize changes across conditions and make them directly
comparable, we used the same strength and effort combinations for Fail
and Lift conditions. This was achieved by adjusting the box weight.
The strength and effort combinations were also kept the same across
Experiment 1a and Experiment 1b by modifying the box weight.

This would result in 30 trials in each experiment. However, in the
Lift condition, when the two agents apply the same force, their ability
to change the outcome is the same. That is to say, either both agents
are difference makers, or neither one is. To give a concrete example: If
both agents exerted a force of 4 and lifted a box of Weight 6, then both
agents are difference makers because they would have failed if either
agent withdrew their contribution. Similarly, if both agents exerted a
force of 4 and lifted a box of Weight 2, then neither agent is a difference
maker, since the box will still be lifted if either agent’s contribution was
removed. Therefore, when agents’ force is matched, it is impossible to
have Lift trials where one agent is a difference maker and the other is
not. Consequently, it is impossible to have Lift trials where the agents’
force is matched in Experiment 1b. As a result, Experiment 1a contains
30 trials (15 Fail trials, 15 Lift trials), while Experiment 1b contains
25 trials (15 Fail trials, 10 Lift trials). A complete list of the stimuli we
used can be found in the Supplement (Tables S1 and S2).

3.1.3. Procedure

Fig. 1 shows the task setup. Participants read vignettes about a game
show where contestants could win prizes by lifting boxes of varying
weights. In each contest, new contestants of varying strengths and a
new box were brought out. Participants were shown the weight of the
box, the strength of each contestant, the subjective effort that each
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Fail condition

FAIL
Contestant A1 Weight: 8 Contestant B1
Strength: 8 Strength: 8
Effort: 40% Effort: 20%

How much is each contestant to blame for the
team’s loss?
0 = no blame, 10 = very high blame
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Lift condition

LIFT

Contestant A2 and Contestant B2
Strength: 8  Weight: 4  Strength: 8
Effort: 20% Effort: 40%

How much is each contestant to be credited for
the team’s victory?
0 = no credit, 10 = very high credit

Fig. 1. Experimental setup used in Experiments 1la, 1b, and 3. Participants observed each contestant’s strength and effort, the weight of the box, and whether the contestants
successfully lifted the box together (Lift condition) or not (Fail condition), and they then assigned blame or credit to each contestant. In Experiments 2a and 2b, participants also

observed the force exerted by each contestant.

contestant put into the lift, and the outcome of the lift (i.e., whether
they succeeded or failed in lifting the box). In order to make these
quantities intuitive to participants, we expressed the weight of the box
and each contestant’s strength using a 1 to 10 scale. For example,
participants were told that a box with a weight of 1 is so light that
virtually anyone can lift it, while a box of 10 is so heavy that only
the strongest humans can lift it. Similarly, each contestant’s strength
determines the heaviest weight they can lift given an all-out effort; a
contestant with a strength of 5 would fail to lift boxes with a weight of
6 or higher on their own, no matter how much effort they exerted. In
order to ensure that participants understood this task setup, they first
completed four training trials where they observed a single contestant
attempt to lift a box alone, and they were shown how the contestant’s
strength and effort determine whether she succeeds or fails in lifting
the box.

In the critical test trials, participants then observed multiple contests
(30 contests in Experiment la and 25 in Experiment 1b) where two
contestants applied force to a box simultaneously to try to lift it.
Participants did not receive information about the contestants beyond
their properties (strength, effort exerted, and force applied). This was
an intentional choice with the hope that participants could base their
judgments solely on the agent properties that change from trial to trial.
Participants then indicated how much they thought each contestant
was responsible for the outcome of the lift,i.e., how much they think
each contestant is to blame for the team’s loss or to be credited
for the team’s victory. Participants reported their judgments for each
contestant separately on a scale from O to 10, where 0 means no
blame/credit and 10 means very high blame/credit. The responses were
provided using individual text boxes which allowed only entries of
integers between 0 and 10. Links to the experiments can be found at
https://github.com/yyyxiang/responsibility_attribution.

3.2. Results
Participants made similar judgments in Experiments la and 1b,

as shown in the leftmost columns of Fig. 2 and Fig. 3, respectively.
This is evidence against a subset of counterfactual-contribution models.

Specifically, the Focal-agent-only and Non-focal-agent-only counterfac-
tual models predict qualitatively different patterns of results across both
experiments, depending on whether both agents are difference-makers
or only one agent is a difference-maker; by contrast, the Both-agent
counterfactual model predicts qualitatively similar results for both
experiments.

We assessed which factors shaped participants’ responsibility attri-
butions by constructing a separate linear mixed-effects model for each
type of trial (“Same strength”, “Same effort”, and “Same force”). Each
regression predicted participants’ responsibility judgments (i.e., blame
and credit judgments) as a function of Contestant (e.g., “Less Effort”
or “More Effort” in the Same Strength condition), Condition (“Lift” or
“Fail”), and the interaction between Contestant and Condition, along
with random effects for every regressor grouped by participants. When
the contestants’ strengths were matched, we observed a significant
interaction between the Contestant and Condition [#(179.0) = 31.06,p <
.0001 in Experiment 1a and 7(179.0) = 30.67, p < .0001 in Experiment 1b;
note that here and elsewhere we use the Satterthwaite approximation
of the degrees of freedom]. As shown in Figs. 2 and 3, contestants
who exerted more effort received less blame for failures and more
credit for successes. When the contestants’ efforts were matched, there
was a significant interaction between the Contestant and Condition
[#(179.0) = —2.57, p < .05 in Experiment la and #(179.0) = —=2.01, p < .05
in Experiment 1b]. When both contestants exerted the same subjective
effort, the stronger of the two contestants received more blame for fail-
ures and more credit for successes, with failures having slightly larger
differences in contestants’ responsibility. When the contestants’ force
levels were matched, we again saw a significant interaction between
Contestant and Condition in Experiment la [7#(179.0) = —-21.33,p <
.0001]. Fig. 2 visualizes the effect: The stronger contestant who exerted
less effort received more blame for failures and less credit for successes.
As explained earlier, we do not have “Same force” trials in the Lift
condition of Experiment 1b. However, the trend of trials in the Fail
condition is similar to that in Experiment 1la, with the stronger but
lazier contestant receiving more blame for failures [#(179.0) = 23.48,p <
.0001].

We compared participants’ responsibility attributions to each of the
models described above. For every computational model, we fit a linear
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Fig. 2. Data and predictions of the Effort model, Both-agent counterfactual model, and Ensemble model in Experiment 1la. Each line corresponds to a scenario. Error bars in the

Data column indicate bootstrapped 95% confidence intervals.

mixed-effects model with participants’ responsibility judgments as the
response variable and the model prediction as the predictor variable,
with random effects grouped by participants. We then compared mod-
els using the Bayesian Information Criterion (BIC). Lower BIC values
indicate better (more probable) models. As shown in Fig. 4A, the
Effort model had the lowest BIC among the three actual-contribution
models and the Both-agent counterfactual model had the lowest BIC
among the three counterfactual-contribution models, indicating that
the Effort model and the Both-agent counterfactual model are the best
at explaining the behavioral data in their respective model classes. This
finding was consistent across Experiments la and 1b (see Figures S2
and S3 in the Supplement for a comparison between the three actual-
contribution models and data, and Figures S4 and S5 in the Supplement
for a comparison between the three counterfactual-contribution models
and data).

To further confirm that effort, rather than force, is driving reasoning
about agents’ actual contributions, we fit another linear mixed-effects
regression model with participants’ responsibility judgments as the
response variable. The predictor variables were the predictions from
the Effort and Force models, along with random effects of each re-
gressor clustered around participants. We found that the Effort model’s
predictions were positively correlated with participants’ responsibility
judgments [7(182.2) = 29.12,p < .0001 in Experiment la and #(181.3) =
30.11, p < .0001 in Experiment 1b], while the Force model’s predictions
were negatively correlated with participants’ responsibility judgments
[#(182.3) = —10.89, p < .0001 in Experiment 1a and 7(181.2) = —11.85,p <
.0001 in Experiment 1b]. This shows that effort indeed explains away
the effects of force; in other words, when effort-driven responsibility
attribution is accounted for, force-driven responsibility attribution fails
to add explanatory value.

Figs. 2 and 3 juxtapose the Effort model and the Both-agent coun-
terfactual model with the behavioral data. By visually comparing each
of the model prediction columns against the Data column, we can see
that the Effort model and the Both-agent counterfactual model each
captures some aspects of the data, but neither is a fully adequate
account. For example, the Effort model predicts that contestants should
receive equal blame and credit when their effort is matched; however,
the data show that the stronger contestant receives more responsi-
bility [#(179.0) = 10.25,p < .0001 in Experiment la and #(179.0) =
9.33,p < .0001 in Experiment 1b]. Another example is that the Both-
agent counterfactual model’s prediction stands out in one of the “Same
effort” trials, when the contestants’ strengths differ greatly (one with
strength 2 and one with strength 8). This suggests that responsibility
judgments might be a combination of reasoning about agents’ actual
and counterfactual contributions. To test this hypothesis, we fit a linear
mixed-effects model regressing participants’ responsibility judgments
on predictions of the Effort model, the Focal-agent-only counterfactual
model, and the Non-focal-agent-only counterfactual model, with ran-
dom effects of each regressor grouped by participants. The regression
results reveal that the Effort model’s predictions positively correlated
with participants’ responsibility judgments [7(193.6) = 19.66,p < .0001
in Experiment 1a and #(197.6) = 13.56, p < .0001 in Experiment 1b], as
do the Focal-agent-only counterfactual model’s predictions [#(179.3) =
23.24,p < .0001 in Experiment la and #(221.7) = 16.54,p < .0001 in
Experiment 1b], and the Non-focal-agent-only counterfactual model’s
predictions [£(192.6) = 15.69, p < .0001 in Experiment 1a and #(228.0) =
15.66,p < .0001 in Experiment 1b]. This shows that predictions of
the actual- and counterfactual-contribution models all made distinct
contributions to predicting participants’ responsibility attributions.
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These results motivated us to create an Ensemble model, which is a
weighted combination of the Effort model’s predictions and the Both-
agent counterfactual model’s predictions. From a linear mixed-effects
model predicting participants’ judgments based on the Effort model
and the Both-agent counterfactual model, with subject-level random
effects, we found that both models have similar coefficients (0.38 for
the Effort model and 0.47 for the Both-agent counterfactual model in
Experiment la, and 0.31 for the Effort model and 0.59 for the Both-
agent counterfactual model in Experiment 1b), corresponding to w
of 0.4 and 0.3, respectively. This gave us confidence in giving equal
weights to both models for simplicity (i.e., w = 0.5) since we are not
making strong claims about the weights, as explained in the theoretical
framework. We also explored unequal-weighting models, which gave
similar predictions (see Figure S1), but focus on the equal-weighting
Ensemble model in the main text in the interest of parsimony. The
Ensemble model has the lowest BIC compared to all the other six
models (see Fig. 4A). From Fig. 2 and Fig. 3, we can also see that
the Ensemble model resembles the data patterns the best. Note that
the counterfactual-contribution models have lower BICs on average
than actual-contribution models in Experiment 1b, but not in Experi-
ment la. This is perhaps due to difference-making being relevant for
counterfactual-contribution models only. Even so, the Ensemble model
still has the lowest BIC. Further, the Ensemble model provides a close
quantitative fit to participants’ judgments (Pearson’s r = 0.91, p < .0001
in Experiment la, r = 0.89,p < .0001 in Experiment 1b), compared to
the Effort model (r = 0.77,p < .0001 in Experiment la, r = 0.73,p <
.0001 in Experiment 1b) and Both-agent counterfactual model (r =
0.79,p < .0001 in Experiment la, r = 0.84,p < .0001 in Experiment
1b). See Fig. 5 for a comparison between participants’ judgments
and predictions of the Effort model, Both-agent counterfactual model,
and Ensemble model. Figures S6 and S7 in the Supplement show
comparisons between data and the three actual-contribution models
and between data and the three counterfactual-contribution models,
respectively.

Finally, we conducted a more detailed interrogation of the En-
semble model’s success. Specifically, we asked whether there is ev-
idence that both actual-contribution and counterfactual-contribution
reasoning contribute to the model’s fit to each individual participant,
or whether instead some participants were best fit by an actual-
contribution model alone, while others were best fit by a counterfactual-
contribution model alone. In other words, is the Ensemble model
favored because everybody uses both styles of reasoning, or because
some people reason about agents’ actual properties, and others reason
about counterfactuals?

To answer this question, we ran seven linear models for each
participant, each predicting responsibility judgments with one of the
seven models we have. We compared the BICs of the seven models
for every participant and counted the number of participants best
explained by each model (indicated by the lowest model BIC). As shown
in Fig. 4B, the Ensemble model explains the data of the largest number
of participants (59.4% of the participants in Experiment 1a, 51.7% of
the participants in Experiment 1b), whereas the Effort model explains
the data of 13.3% of the participants in Experiment 1a and 5.0% of the
participants in Experiment 1b, and the Both-agent counterfactual model
explains the data of 17.8% of the participants in Experiment la and
26.1% of the participants in Experiment 1b. These results suggest that,
rather than there being a mix of participants within our sample who
employ different strategies, individual participants reason about both
agents’ actual and counterfactual contributions to make responsibility
attributions.

3.3. Discussion

In Experiments la and 1b, we compared participants’ responsi-
bility judgments with the three actual-contribution models and the
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three counterfactual-contribution models. Among the three actual-
contribution models, we found that the Effort model provided the best
fit to empirical responsibility judgments. Further support for this claim
came from regression results suggesting that effort is the major driving
force behind reasoning about agents’ actual properties, in contrast to
past findings that support a force-based account.

Among the three counterfactual-contribution models, we found that
the Both-agent counterfactual model was the best account of our data.
Additional regression analyses revealed that effort, counterfactual de-
pendency on the focal agent, and counterfactual dependency on the
non-focal agent all contribute to responsibility judgments in some form.

In light of these findings, we combined the Effort model and the
Both-agent counterfactual model and created an Ensemble model,
which provided the overall best fit to the data, yielding the lowest
BIC and the highest correlation coefficients. Our single-participant
analysis further showed that most participants, individually, are best
explained by the Ensemble model. We conclude from these findings that
both actual-contribution and counterfactual-contribution reasoning are
necessary to explain responsibility judgments for group effort tasks.

4. Experiments 2a and 2b

In Experiments 1a and 1b, we showed participants the strength and
effort of each contestant, but not their force. In theory, participants
could calculate the force of each contestant by multiplying strength and
effort. However, this could potentially bias participants to use strength
and effort information over force as the basis for their judgments.
To rule out this possibility, we ran Experiments 2a and 2b, in which
everything was kept the same as in Experiments la and 1b, except
that we explicitly showed participants the level of force each contestant
exerted, in addition to their strength and effort.

4.1. Materials and methods

4.1.1. Participants

We recruited 180 participants for Experiment 2a and 177 par-
ticipants for Experiment 2b via Amazon’s Mechanical Turk platform
(MTurk). Participants’ demographic information was not collected. As
in Experiments la and 1b, participants completed a comprehension
check following the instructions and two attention checks during the
experiment, and participants who failed these attention checks were
asked to leave the experiment early. Participants in Experiment 2a
received $3.00 to complete 30 trials with an estimated completion
time of 15 min. Participants in Experiment 2b were paid $2.50 to
complete 25 trials with an estimated completion time of 12 min. The
experiments were approved by the Harvard Institutional Review Board
and pre-registered at https://aspredicted.org/PNZ_2HW.

4.1.2. Stimuli
The stimuli were identical to Experiments 1a and 1b.

4.1.3. Procedure

The procedure was identical to Experiments la and 1b, except
that participants also saw how much force each contestant exerted, in
addition to their strength and effort (see Figure S8 for an illustration
of the experimental setup).

4.2. Results

Participants’ judgments in Experiments 2a and 2b were similar (see
the leftmost columns of Fig. 6 and Fig. 7, respectively), and they
were both similar to Experiments la and 1b. We tested the same
hypotheses by running the same regressions as for Experiments 1a and
1b. When the contestants’ strengths were matched, we saw a significant
interaction between the Contestant and Condition [¢#(179.0) = 27.77,p <
.0001 in Experiment 2a and #(176.0) = 26.66,p < .0001 in Experiment
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Fig. 6. Data and predictions of the Effort model, Both-agent counterfactual model, and Ensemble model in Experiment 2a. Each line corresponds to a scenario. Error bars in the

Data column indicate bootstrapped 95% confidence intervals.

2b]. As shown in Figs. 6 and 7, contestants who exerted more effort
received less blame for failures and more credit for successes. When
the contestants’ efforts were matched, we saw a significant interaction
between the Contestant and Condition in Experiment 2a [#(179.0) =
2.58, p < .05], but not in Experiment 2b [#(176.0) = 1.80, p = .07]. When
both contestants exerted the same level of effort, the stronger of the two
contestants received more blame for failures and more credit for suc-
cesses, with successes having slightly larger differences in contestants’
responsibility in Experiment 2a. When the contestants’ force levels were
matched, we again saw a significant interaction between Contestant
and Condition in Experiment 2a [#(179.0) = —19.38,p < .0001]. Fig. 6
visualizes the effect: The stronger contestant who exerted less effort
received more blame for failures and less credit for successes. Although
we do not have “Same force” trials in the Lift condition of Experiment
2b, the trend of trials in the Fail condition again is similar to that in
Experiment 2a, with the stronger but lazier contestant receiving more
blame for failures [#(176.0) = 19.91, p < .0001].

Moving to the comparison between participants’ responsibility judg-
ments and each of the seven models, we again found that the Effort
model has the lowest BIC among the three actual-contribution models
and the Both-agent counterfactual model has the lowest BIC among the
three counterfactual-contribution models (see Figures S9 and S10 in
the Supplement for a comparison between the three actual-contribution
models and data, and Figures S11 and S12 in the Supplement for a
comparison between the three counterfactual-contribution models and
data). However, the Ensemble model has the lowest BIC among all

seven models (see Fig. 4A) and provides the best quantitative fit to
participants’ judgments (Pearson’s r = 0.87,p < .0001 in Experiment
2a, r =0.91, p < .0001 in Experiment 2b), compared to the Effort model
(r =0.74,p < .0001 in Experiment 2a, r = 0.76, p < .0001 in Experiment
2b) and Both-agent counterfactual model (» = 0.76,p < .0001 in
Experiment 2a, r = 0.86,p < .0001 in Experiment 2b). See Fig. 5 for
a comparison between participants’ judgments and predictions of the
Effort model, Both-agent counterfactual model, and Ensemble model.
Figures S6 and S7 in the Supplement show comparisons between data
and the three actual-contribution models and between data and the
three counterfactual-contribution models, respectively. As in Experi-
ments 1a and 1b, our single-participant analysis showed that the largest
number of participants were best described by the Ensemble model
(57.8% of the participants in Experiment 2a, 46.3% of the participants
in Experiment 2b), whereas 12.8% of the participants in Experiment 2a
and 8.5% of the participants in Experiment 2b were best described by
the Effort model, and 15.6% of the participants in Experiment 2a and
26.6% of the participants in Experiment 2b were best described by the
Both-agent counterfactual model (see also Fig. 4B).

We also confirmed that, when Effort and Force were both used
to predict responsibility judgments, the Effort model’s predictions
were positively correlated with participants’ responsibility judgments
[#(181.8) = 26.45,p < .0001 in Experiment 2a and #(180.5) = 27.83,p <
.0001 in Experiment 2b], whereas predictions of the Force model
were negatively correlated with participants’ responsibility judgments
[#(181.8) = —=7.91, p < .0001 in Experiment 2a and #(180.4) = —8.52,p <

10
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Fig. 7. Data and predictions of the Effort model, Both-agent counterfactual model, and Ensemble model in Experiment 2b. Each line corresponds to a scenario. Error bars in the

Data column indicate bootstrapped 95% confidence intervals.

.0001 in Experiment 2b]. In addition, as in Experiments 1a and 1b, we
found that effort, counterfactuals of the focal agent, and counterfactuals
of the non-focal agent all contributed to responsibility judgments:
The Effort model’s predictions positively correlated with participants’
response [#(205.5) = 18.69,p < .0001 in Experiment 2a and #(195.3) =
15.03,p < .0001 in Experiment 2b], as well as the Focal-agent-only
counterfactual model [#(181.8) = 25.20, p < .0001 in Experiment 2a and
1(188.7) = 16.02, p < .0001 in Experiment 2b] and the Non-focal-agent-
only counterfactual model [#(207.0) = 15.82, p < .0001 in Experiment 2a
and 7(204.1) = 12.18, p < .0001 in Experiment 2b].

4.3. Discussion

Experiments 2a and 2b were designed to level the playing field for
the models by providing an explicit representation of force to partic-
ipants. We successfully replicated the findings of Experiments 1a and
1b; the Effort model and the Both-agent counterfactual models were
the actual- and counterfactual-contribution models, respectively, that
best captured participants’ judgments, and the Ensemble model — which
combines the two — provided the best overall fit to the data. Moreover,
analysis of individual participants confirmed that more people were
best described by this combination than by any other model.

5. Experiment 3

The purpose of Experiments 1a, 1b, 2a, and 2b was to test partic-
ipants’ judgments on scenarios that were tailor-made to discriminate
between the models. Experiment 3 was designed as a validation exper-
iment, to test how well the models capture participants’ judgments on
a wider range of randomly-generated scenarios.

5.1. Materials and methods

5.1.1. Participants

We recruited 99 participants via Amazon’s Mechanical Turk plat-
form (MTurk). Participants’ demographic information was not col-
lected. As in all the experiments described above, participants com-
pleted a comprehension check following the instructions and two at-
tention checks during the experiment, and participants who failed these
attention checks were asked to leave the experiment early. Participants
received $3.00 for completing the experiment with an estimated com-
pletion time of 15 min. The experiment was approved by the Harvard
Institutional Review Board and pre-registered at https://aspredicted.
org/ZC3_VG4; we explain deviations from the preregistered analysis
plan in the Supplement (see Deviations from pre-registrations).

5.1.2. Stimuli

The stimuli were constructed in the same way as in the previous ex-
periments, except that agents’ strength, effort, or force were randomly
sampled to generate 30 scenarios; using this method allowed us to test
participants’ intuitions on a wider variety of scenarios where agents
were not guaranteed to be matched in their strength, effort, or force.
The only restriction we had when creating the stimuli was that both
contestants were difference-makers. Three out of 30 scenarios were
excluded from our analysis due to errors (the box weight was greater
than 10 or a contestant’s strength was greater than 10, which were
impossible scenarios given our setup). A list of the stimuli used in the
experiment is shown in the Supplement (Table S3).

5.1.3. Procedure
The procedure was identical to Experiments 1a and 1b.
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5.2. Results

We conducted the same analyses as above. Similarly, the Effort
model has the lowest BIC among the three actual-contribution models
and the Both-agent counterfactual model has the lowest BIC among
the three counterfactual-contribution models. The Ensemble model has
the lowest BIC among all seven models (see Fig. 4A) and provides the
best quantitative fit to participants’ judgments (Pearson’s r = 0.90, p <
.0001), compared to the Effort model (» = 0.71,p < .0001) and Both-
agent counterfactual model (» = 0.82,p < .0001). See Fig. 5 for a
visualization. Figures S6 and S7 in the Supplement show comparisons
between data and the three actual-contribution models and between
data and the three counterfactual-contribution models, respectively.
Once again, the single-participant analysis revealed that more par-
ticipants were best explained by the Ensemble model (48.5% of the
participants) than any other model.

When Effort and Force were used to predict responsibility judgments
at the same time, the Effort model’s predictions were positively corre-
lated with participants’ responsibility judgments [7(99.1) = 17.30,p <
.0001], while the Force model’s predictions were negatively correlated
with participants’ responsibility judgments [#(99.1) = —6.17, p < .0001].
Also, we found that effort, counterfactuals of the focal agent, and
counterfactuals of the non-focal agent all contributed to responsibility
judgments: The Effort model’s predictions positively correlated with
participants’ response [#(101.4) = 12.45, p < .0001], as well as the Focal-
agent-only counterfactual model [#(100.0) = 14.14,p < .0001] and the
Non-focal-agent-only counterfactual model [#(101.7) = 11.63, p < .0001].

5.3. Discussion

Experiment 3 was a generalization test of our theory. We did
not select the models on the basis of data from Experiment 3, yet
the best model from the previous experiments (the Ensemble model)
predicts responsibility judgments in this experiment very accurately
(r = 0.90,p < .0001). Thus, we find converging evidence that people
combine actual-contribution and counterfactual-contribution reasoning
when making responsibility judgments about group effort.

6. General discussion

Responsibility for the outcomes of collaborations is often distributed
unevenly. For example, the lead author on a project may get the
bulk of the credit for a scientific discovery, the head of a company
may shoulder the blame for a failed product, and the lazier of two
friends may get the greater share of blame for failing to lift a couch.
However, past work has provided conflicting accounts of the com-
putations that drive responsibility attributions in collaborative tasks.
Here, we compared each of these accounts against human respon-
sibility attributions in a simple collaborative task where two agents
attempted to lift a box together. We contrasted seven models that
predict responsibility judgments based on metrics proposed in past
work, comprising three actual-contribution models (Force, Strength, Ef-
fort), three counterfactual-contribution models (Focal-agent-only, Non-
focal-agent-only, Both-agent), and one Ensemble model that combines
the best-fitting actual- and counterfactual-contribution models. Exper-
iment la and Experiment 1b showed that the Effort model and the
Both-agent counterfactual model capture the data best among the
actual-contribution models and the counterfactual-contribution models,
respectively. However, neither provided a fully adequate fit on their
own. We then showed that predictions derived from the average of
these two models (i.e., the Ensemble model) outperform all other
models, suggesting that responsibility judgments are likely a combi-
nation of reasoning about agents’ actual properties and counterfactual
dependence. Further evidence came from analyses performed on indi-
vidual participants, which revealed that the Ensemble model explained
more participants’ data than any other model. These findings were
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subsequently supported by Experiment 2a and Experiment 2b, which
replicated the results when additional force information was shown
to the participants, and by Experiment 3, which validated the model
predictions with a broader range of stimuli.

Prior studies have largely examined how people assign responsibil-
ity for events with agent-specific outcomes, such as a darts game where
the whole team wins if any player lands a bullseye (Gerstenberg et al.,
2011), or a coordination game where fishers decide independently
whether to catch fish or to clear the roads to go to market (Allen et al.,
2015). Real-world collaborations, however, typically involve a group
outcome - such as lifting a couch together — and it is usually hard to
single out each individual’s contribution. In our experiments, partici-
pants observe only a joint outcome — agents either succeeded or failed
to lift a box together — as opposed to each agent attempting to lift the
box by themselves. Our work thus complements and extends this line
of research to tasks where only a single group outcome is observed and
individual outcomes are not observed separately. Therefore, our work
taps into the complexities common to many real-world collaborative
tasks.

Our results have broader theoretical implications for theories that
track agents’ actual contributions. Production-style accounts of causal
reasoning have often focused on force as the dominant metric of cau-
sation (e.g., Dowe, 2000; Talmy, 1988; Wolff, 2007). For example, if
a traffic cop signals for a woman to cross the street, the cop’s gesture
can be understood as a social “force” that causes her to move, much
as how the wind exerts a physical force on a ship’s sails that causes it
to glide across the water (Wolff, 2007). However, here we found ample
evidence against a Force model: When effort is accounted for, the effect
of force disappears, even when participants receive explicit information
about how much force each agent exerted (Experiments 2a and 2b).
That is to say, people consider how much effort, rather than force,
agents contributed when assigning responsibility. More work needs to
be done to understand the cause for this discrepancy. One possibility is
that people may assign responsibility based on force in situations where
the concept of “effort” is less applicable (e.g., in the case of inanimate
objects), as in situations where someone is unaware of the act she is
performing, or accidentally causes an outcome without the intention
of doing so.

Another potential explanation for the discrepancy between our find-
ings and prior evidence is that our stimuli differ from stimuli used to
support production-style accounts in the past. We explicitly presented
information about strength, effort, and force to participants. Making
this information explicit enabled us to control participants’ represen-
tations of agents’ strength and effort and directly look at how those
influence responsibility judgments. Our past work has also demon-
strated that people are indeed capable of inferring agents’ strength and
effort based on additional information, such as observations of what
they can or cannot lift by themselves given a certain incentive (Xiang
et al., 2023). By contrast, in past work, these variables were either not
presented or not precisely quantified. For example, if participants are
shown a vignette where a police officer causes a woman to approach
a man, that vignette is not guaranteed to contain information about
variables that were relevant to our task, such as the cop’s competence
or effort. In the real world, this information is also often inferred
rather than explicitly provided. Thus, it is possible that people might be
more likely to use effort to make responsibility attributions when that
information is available and assumed to be veridical. An open question
for future work is how closely this resembles human judgments in natu-
ralistic settings, where information about strength or effort may need to
be inferred through other cues (e.g., facial expression, muscularity, past
record of failures and successes) or may be less reliable (e.g., someone
might lie about how hard they worked).

Beyond reasoning about agents’ physical properties in lifting events,
our modeling framework can be extended to capture judgments in a
wide variety of non-physical tasks. Roughly, we can think of an agent’s
strength as the total amount of a resource available to an agent, force
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as the amount of that resource an agent contributed, and effort as the
amount contributed as a proportion of the agent’s total resources. When
viewed through this lens, many social judgments have a similar un-
derlying structure to our task. For example, in ultimatum games (Giith
et al., 1982) or instrumental learning tasks (Hackel et al., 2015), where
participants’ social partners donate some number of points from an
endowment, the number of points donated is analogous to the agent’s
force, the size of the endowment is analogous to strength, and the
number of points donated as a fraction of the endowment - that is,
the agent’s generosity (Hackel et al., 2015) — is analogous to effort.
Similarly, in the context of elections, force is analogous to the number
of votes a candidate received, strength is analogous to size of the voter
population supporting a candidate, and effort is analogous to voter
turnout. Moving beyond physical tasks, it remains to be seen whether
our work might provide a framework to understand how agents’ actual
and counterfactual properties contribute to responsibility attributions
in a wide range of domains.

Motivated by this analogy, we propose that one reason why effort
may be particularly important in responsibility attribution is that the
amount of effort exerted — rather than sheer force - indicates a per-
son’s desire to successfully complete a collaborative task. Indeed, even
infants use the amount of effort expended by an agent to infer how
much that agent values the outcome (Liu et al., 2017), and adults tend
to judge more effortful prosocial actions as more praiseworthy (Bigman
& Tamir, 2016), in part because effort signals the importance of the
prosocial goal to the agent (Anderson et al., 2020). Understood this
way, the combination of effort and counterfactual reasoning could
be taken as support for a framework proposed in some past work
that regards responsibility judgments as both about the causal role
a person’s action plays in bringing about an outcome and about the
inferences we can make about the person’s dispositions and mental
states from her action (Gerstenberg et al., 2018; Langenhoff et al., 2021;
Sosa et al., 2021; Uhlmann et al., 2015).

One simplification of our work is that we only entertained counter-
factual models that compute the effect of counterfactual effort levels,
but not the effect of counterfactual strength levels. This is a reasonable
simplification under our task design, since effort is more mutable
than strength, and is informed by prior evidence that effort plays
a central role in moral judgments (Celniker et al., 2023). However,
people may consider other variables when judging responsibility in
other collaborative tasks. For example, over longer timescales, it is
possible that people generate competence counterfactuals by imagining
what the outcome could have been if agents had practiced or trained
differently. If a slower runner causes a team to lose a relay race, people
may give her a smaller share of the blame if she worked consistently
to advance from a beginner runner to her current level of fitness—
and a far greater share of the blame if she is a champion runner who
has missed practice for months. It is also possible that people might
simulate what would have happened if an agent had been replaced
by someone else when replacements are available (Wu & Gerstenberg,
2023). This was unlikely in our paradigm since agents involved in each
lift were not replaceable; however, one might readily imagine replacing
a player with a substitute in a football game particularly if the team had
lost by a small margin.

It remains an open question how people define the probability
distribution over counterfactual effort levels when engaging in coun-
terfactual reasoning. In the current work, we assumed that alternative
effort allocations were drawn from discrete uniform distributions in
increments of 0.01, and we only considered one-sided counterfactual
effort allocations (either upward or downward, depending on the out-
come). This is a simple yet plausible way to construct counterfactuals,
although there certainly exist many alternatives. Past models simulate
an agent as not-acting, for instance, when Billy trips over a tree root
on his way rushing to stop Suzy from throwing a rock at a win-
dow, simulating whether Billy would have stopped Suzy if he had not
tripped (Hall, 2004). More recent models instead sample counterfactual
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events from a continuous distribution; these models generate counter-
factuals by simulating alternatives that are close to the actual world or
are high probability under a generative model (Lucas & Kemp, 2015;
Quillien & Lucas, 2023). For example, taking inspiration from noisy
models of Newtonian physics (Gerstenberg et al., 2012), one could draw
counterfactual effort allocations from a Gaussian distribution centered
around the actual effort, such that counterfactuals closer to the actual
effort are more likely to be imagined. It is worth noting that we are not
making a strong claim about how counterfactual effort allocations are
generated, but rather that even simple approximations such as drawing
counterfactuals from a uniform distribution lend support to our theory.

More broadly, the question of how people judge responsibility in
group effort tasks is critical to understanding the cognitive foundations
of collaboration. Responsibility attributions may help diagnose prob-
lems when collaborations go awry and inform decisions about how to
divide the spoils of collaboration and whom to recruit in the future.
Responsibility attributions may also serve an important purpose in
motivating collaborators to consistently apply effort in collaborative
tasks, rather than loafing and benefiting from the efforts of their
collaborators. Assigning responsibility for past collaborations paves a
path for success in future collaborations.
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