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Abstract

We develop hybrid memory architectures for general-purpose sequence process-
ing neural networks, that combine key-value memory using softmax attention
(KV-memory) with fast weight memory through dynamic synaptic modulation (FW-
memory)—the core principles of quadratic and linear transformers, respectively.
These two memory systems have complementary but individually limited proper-
ties: KV-memory offers precise retrieval but is constrained by quadratic complexity
in sequence length, while FW-memory supports arbitrarily long sequences and
enables more expressive computation but sacrifices precise recall. We propose and
compare three methods to blend these two systems into a single memory system,
differing in how and when input information is delivered to each system, to leverage
the strengths of both. We conduct experiments on general language modeling and re-
trieval tasks by training 340M- and 1.3B-parameter models from scratch, as well as
on synthetic algorithmic tasks designed to precisely illustrate the benefits of certain
hybrid methods over others. We also evaluate our hybrid memory systems on rein-
forcement learning in partially observable environments. Overall, we demonstrate
how a well-designed hybrid can overcome the limitations of its individual compo-
nents, offering new insights into the design principle of neural memory systems. '

1 Introduction

Modern transformers come in two flavors. The standard or “quadratic transformer” (QT) [1] leverages
softmax attention over explicit key-value memory storage which enables precise memory retrieval [2],
while the length of sequences they can handle is limited in practice due to its quadratic computational
complexities (as reflected in our model terminology). On the other hand, “linear transformers’
(LT), also known as fast weight programmers (FWPs) [3, 4] sacrifice the precision of the softmax
function (the complexity bottleneck of QT), but in return they support the processing of arbitrarily
long sequences. Furthermore, some of their variants (called DeltaNet models [5—8]) enable more
expressive computations (e.g., certain types of state-tracking), which QTs struggle to perform [7-16].

5

While the unique advantages of quadratic and linear transformers may seem inherently incompatible
to achieve simultaneously, they are all desirable in an ideal general-purpose memory system. How
could we achieve multiple computational properties that are incompatible within a single system?
The brain’s apparent solution is to integrate multiple types of memory mechanisms; each with distinct
properties that meet specific demands under various constraints, thereby enabling flexible problem
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Table 1: Complementarity of the memory systems in two transformer types.

Property \ Key-value memory Fast weight memory
Complexity quadratic linear
Context length bounded unbounded
Retrieval precision high low
Expressivity low high

solving. One example of such a view is the classic Complementary Learning Systems architecture
[17, 18], which hypothesizes that the brain has a division of labor into separate (but interacting)
episodic and semantic memory systems whose functions are incompatible (remembering specifics vs.
extracting generalities). Here we propose a different division of labor into complementary linear and
quadratic memory systems each with complementary strengths (Table 1).

We propose and compare three blending methods that are conceptually well-motivated—they differ in
how and when input information is delivered to each memory system, and empirically evaluate them
to ultimately converge on a single architecture. We conduct experiments to test general language
modeling and in-context retrieval abilities (using the standard 1m-evaluation-harness [19]),
by training 340M- and 1.3B-parameter language models from scratch using 15B tokens of the
HuggingFace FineWeb-Edu dataset [20]. We also conduct experiments on synthetic algorithmic tasks
(parity and modular arithmetics) [7] to determine the type of hybrid methods that can preserve the
expressivity advantages of DeltaNet (which we use as the LT/FWP component of our hybrid)—a
critical discussion and evaluation that are completely absent in prior discussions on quadratic and
linear transformer hybrids [21, 22]. Overall, we demonstrate the benefits of hybrid model designs
that can take the full advantage of the latest LT/FWP models, and show how a well-designed hybrid
can mitigate the limitations of its individual components; this offers novel insights into the design
principle of neural memory systems.

Finally, all our models are scalable as they are compatible with the algorithms and implementations
for highly efficient quadratic and linear transformers that have been proposed in prior work on
flash-attention [23] and flash-linear-attention [24] (see our code link on page 1).

2 Background

Here we provide background necessary to describe the proposed hybrid models in Sec. 3, namely: key-
value memory (Sec. 2.1) and fast weight programming/memory (Sec. 2.2), which are the cornerstones
of quadratic and linear transformers, respectively.

Common Settings. Let diy, doui, diey, t denote positive integers. All the models studied here are
causal sequence processing neural networks, which, at every time step ¢, receive an input 2, € R
and produce an output y; € R%« while maintaining an internal memory of all inputs received so far.

2.1 Key-value memory & Softmax attention

The main sequence processing computation in the standard/quadratic transformer [1] is the self-
attention operation, which, at every time step ¢, receives an input «; € R% and produces an output
y; € R%u while maintaining the key-value memory, represented as two matrices K; € R% >t and
V, € R%ux?t a5 follows:

[qt7 kt7 'Ut] = WSIOWmt (1)
Ki=K; 1Dk; Vi=Vi_1 Qv 2)
Yy = VtsoftmaX(K;rqt) 3)

where q;, k; € Ry v, € R (with [ denoting vector concatenation), Wlow ¢ R 24y +dou) X din jg
the trainable weight matrix (meaning of the superscript “slow” becomes clear in Sec. 2.2), & as in
K, @ k; denotes concatenation of vector k; € R% to matrix K;_; € Rbey*(t=1) along the time
dimension, yielding K; € R%** (K and V; are initially empty). We omit the 1/ /diey scaling
inside softmax, as well as the output projection, which are irrelevant to our discussion.



Eq. 3 is the so-called softmax attention operation; the query vector from the current step ¢ is compared
to the keys from all the time steps through dot product; these similarity scores are sharpened through
the softmax function (crucial for precise retrieval), and the resulting scores are used as coefficients
to compute the weighted average of all the value vectors to produce the output. As can be seen in
Egs. 2, the sizes of key and value memory storage linearly grow with the time step (i.e., sequence
length), resulting in quadratic complexity w.r.t. sequence length in the attention computation in Eq. 3.
Consequently, practical self-attention requires predetermining a maximum context length, i.e., size
of the sliding window, and any input that falls outside the window is discarded. On the other hand,
training of such a model can be highly efficient on modern hardware as the computation above is
parallelizable over time steps/sequence elements.

2.2 Fast weight memory & Linear attention and delta rule

By replacing the softmax normalization in Eq. 3 by a non-linear activation function applied to each
key and query vectors individually (which we denote ¢), the attention computation of Egs. 2-3 can
be reorganized [3, 25, 5, 26] to derive the so-called “recurrent form” of linear attention (LA) or fast
weight programming (FWP) operation. Let ® denote outer product. The “recurrent form” of a linear
attention [3, 4] is a sequence operation that, at each time step ¢, transforms an input «; € R% to an
output y; € R%u, while maintaining the so-called fast weight matrix W; € R%u«*de as a memory
state, as follows:

(@i, ki, ve) = WV, (1
W, = Wi+ v: @ o(ky) 4
Yy = Wid(q:) (5)

where Eq. | remains the same as in Sec. 2.1, and the “fast-changing” weight matrix W; € R%u X diey
is initially set to 0, i.e., Wy = 0. This can be viewed as a system of two networks where one net (the
slow net; Eq. 1) learns to “program” the fast net (Eq. 5) by generating its weight changes (Eq. 4)—the
origin of their names. Given that the computation per step is constant w.r.t. the time step/sequence
length, the time complexity of this model is linear w.r.t. sequence length.

Note that the recurrent form of LA derived by Katharopoulos et al. [3] introduces an extra temporal
variable (z; = 2z;_1 + ¢(k¢); with zg = 0) which is used to compute the normalizing term (2, ¢(q;))
applied to the output (Eq. 5). However, more recent work has shown that such extra computation is
unnecessary in practice [5, 27-29] with an appropriate choice of ¢ (discussed below).

We refer to the constant-size, context-dependent, time-varying fast weight matrix W as fast weight
memory (a terminology which has also been used in past work augmenting an LSTM with other
fast weight programming operations [30]), to contrast it with the key-value memory of Sec. 2.1. We
denote them as FW-memory and KV-memory, respectively, for short.

Chunk-wise Parallel Training. In practice, using the linear-complexity recurrent form of LA
above for training is inefficient as it is a purely sequential computation. Instead, a more practical
method for training is a “hybrid” approach, called chunk-wise parallel training. The main idea is to
divide a training sequence, as well as the corresponding computation, into small chunks; and causally
process one chunk after another. The intra-chunk computation leverages the parallel computation,
while the inter-chunk contribution uses the recurrent form. More formally, let S and n denote positive
integers; all the outputs in the n-th chunk of size S, denoted as Y, € R%uxS  can be computed as:

Yn - WnQn + Vn(KIQn O] M) ; VVn-|-1 = Wn + VnKI (6)

where Qy,, K, € R%*9 and V,, € R%«*5 denote the matrices containing the query, key, value
vectors within chunk n, and W,, € R >« is the fast weight memory up to chunk n (exclusive),
with Wo = 0, M € R9%5 ig the causal mask, and ® denotes element-wise multiplication. The first
and second terms of Eq. 6 (left) correspond to the inter- and intra-chunk computations, respectively
(while Eq. 6 (right) is the fast weight memory update). This results in an efficient sub-quadratic
complexity algorithm for training LA (and other FWPs) in practice [31, 27, 28].

Delta rule extension. Motivated by prior practices and successes of replacing purely additive
Hebbian weight modification rule by the delta rule [32, 33], DeltaNet [5] replaces the purely sum



update rule of LA (Eq. 4) by an update rule with a functional form of the classic delta rule [34]:

[Qt; kt7 Vg, ﬂt] = Wslowwt (7)
W, = Wi_1 +0(Be)(vs — Wim1d(ky)) @ o(ky) 3
yr = Wid(qy) (5)

where the dimension of W*°¥ is increased to be € R(2*deytdout1)xdin j & one extra output dimen-
sion (+1) is introduced to produce an addition variable 8; € R. ¢ is an activation function applied to
B¢, which is typically sigmoid or 2 times sigmoid (the factor 2 introduces negative eigenvalues in
the state transition matrix enabling strong state-tracking abilities [7]). The choice of ¢ is particularly
important for stability when the delta rule is used [5]; here we define ¢ as element-wise sigmoid linear
unit (SiLU; x times sigmoid) followed by Ly normalization as in Yang et al. [29]. Eq. 8 corresponds
to a rank-one update of the fast weight matrix, from W;_; to W, through the delta learning rule
[34], where the slow net-generated variables, v, ¢(k:), and o (f;), play the role of target, input, and
learning rate of the delta rule, respectively.

DeltaNet has seen a recent revival as Yang et al. [29] developed a scalable chunk-wise parallel
training algorithm for it. While prior extensions of DeltaNet have solely focused on improving its
expressivity [35, 36, 10], recent extensions remarkably preserve the efficient parallel training property
[6, 8]. DeltaNet distinguishes itself from other linear transformers due to its capabilities for state
tracking [7, 8]; therefore, we’ll adopt DeltaNet as the FW-memory component in our hybrid models.
Nevertheless, our hybrid approach can naturally extend to other LT models or DeltaNet extensions.

3 Method: Hybrid Quadratic-Linear Transformers

We study three strategies for hybridizing FW-memory (Sec. 2.2) and KV-memory (Sec. 2.1) in a
single system: Delayed-Streaming (Sec. 3.1), Delayed-Chunk (Sec. 3.2), and Synchronous (Sec. 3.3)
approaches. As we’ll show, each of these three approaches is motivated by different arguments
and has connections to prior work. We conceptually discuss their advantages and validate them
empirically in Sec. 4. We refer to these Hybrids of Quadratic and Linear Transformers as HQLTs.

3.1 Delayed-Streaming HQLT

The first variation of HQLT we discuss here is derived by the main goal of addressing the context
window size limitation of KV-memory (Sec. 2.1). A typical KV-memory operates on a sliding window
with a limited size covering only recent past, while discarding key-value pairs which fall outside
of such KV-memory span. In the proposed ‘“Delayed-Streaming HQLT”, instead of completely
discarding old key-value pairs, they are integrated into a separate FW-memory. This yields the
following sequence model.

Let © denote the ‘remove’ operation taking a matrix and one of its column vectors to be removed
as arguments. S denotes the window size, i.e., the number of key-value pairs KV-memory can store.

At every time step ¢, an HQLT takes an input «; € R%, and produces an output y; € R%«, while
maintaining two types of memory: (1) KV-memory, denoted as two matrices K;_; € R%>5 and
V,_1 € R%«*5 and (2) FW-memory, denoted as a matrix W,_; € R%u«*de  As in DeltaNet
(Sec. 2.2), the trainable parameter matrix is WV € R(Z*dey+tdout1)xdin and variables are first
generated from the input as follows:

[q¢, ke, vt Bi] = W™, ©)

KV-memory is updated by removing the oldest key/value pair (k;_g, v;_g) from the memory, and
adding the newly generated one (k¢, v;):

Ki=K; 10ki_s5sDk; (10)
‘/;5 :‘/;5—1 O vVi—s D vy (11)

In Delayed-Streaming HQLT, the key/value pair removed from KV-memory is fed to FW-memory
(Sychronous HQLT differs in this aspect; as we’ll see in Sec. 3.3):

W, = UpdateRule(W;_1, ki_g,v:—3, Bt) (12)
=Wi_1+0(B)(vi—s — Wi_10(ki—s)) @ dp(ki—s) (13)
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Figure 1: An illustration for Hybrid Quadratic-Linear Transformers (HQLTSs). Two variations are
shown. In the “Delayed-Stream” variant (A), the newly generated key/value pair is only fed to the
key-value memory (KV-memory) system, and the old key/value pair that falls outside the context
window of KV-memory is fed to the fast weight memory (FW-memory) system. In the “Synchronous”
variant (B), the key/value pair generated at time step ¢ is fed to both KV-memory and FW-memory
systems. The dynamic learning rate variable 3; and memory mixing variable ; are omitted.

This last equation corresponds to the delta rule as in Eq. 8. Note, however, that the choice of
UpdateRule is arbitrary in principle; e.g., Gated Delta Rule [6] or Delta Product Rule [8] could be
used. Here we focus on the most basic DeltaNet.

Finally, the output is computed by combining outputs from the two memory systems:

y: = FastWeightMemory (W4, q;) + KeyValueMemory (K, V4, g¢) (14)
= W;¢(gq:) + Visoftmax(K] g;) (15)

In this Delayed-Streaming HQLT, the division of labors between the two memory systems is as
follows: FW-memory W, is responsible for storing all the relevant information for all time steps
7 <t — S (anything that are older than S time steps), while KV-memory (K, V;) enables precise
retrieval on the S most recent contextt — S < 7 < t.

HQLT achieves this untruncated-context sequence modeling with a fixed memory size corresponding
to the total of KV and FW memory matrices, i.e., S(din + dow) + dou * din. The model illustration
can be found in Figure 1A.

Memory mixing/gating. We further enhance Eq. 15 by exploring weighted mixing strategies
between the FW-memory and KV-memory outputs, by generating additional context-dependent
weights in Eq. 9 by increasing the output dimension of W*°¥ accordingly. We refer to Eq. 15 as
sum mlxmg In addition, we propose dynamic scalar mixing which generates two scalar variables

oW oV €10, 1] (we apply sigmoid to achieve this bound) as:

y; = oV x FastWeightMemory (W5, ;) + XV x KeyValueMemory (K, V;, q;) (16)
and dynamic vector mixing by generating a vector variable , € R%u which is used as:

y: = 7+ © FastWeightMemory (W4, q¢) + (1 — v¢) @ KeyValueMemory (K3, Vi, q:)  (17)

The dynamic scalar mixing variation is akin to the one used in prior work [22], except that we
generate and apply a separate scalar on each term.

3.2 Delayed-Chunk HQLT

While Delayed-Streaming HQLT above seems natural from the perspective of streaming causal
sequence processing, another “delayed” variation can be motivated by the chunk-wise training
algorithm of Eq. 6 (left). In fact, an HQLT can be naturally obtained by introducing the softmax



activation in the intra-chunk attention operation of Eq. 6 (left; the second term), i.e., (K,T1 Qn ©M);
and by using this chunk-wise processing for inference too. We call this approach “Delayed-Chunk
HQLT”. We provide further comments about this model in Appendix B.1.

This model also directly connects to a closely related prior model proposed in Munkhdalai et al. [22]
(see also [37]). However, we’ll see how these “delayed” architectures are sub-optimal compared
to the synchronous approach below, in light of recent advances in DeltaNet models, and to design
hybrid models capable of leveraging the expressivity advantage of their FW-memory component.

3.3 Synchronous HQLT

The delayed versions are conceptually elegant in their approach to introducing a division of labor
based on the age of key-value pairs in memory (KV-memory is responsible for recent ones, while
FW-memory takes care of old ones). However, this is not compatible with the idea of potentially
leveraging the expressivity complementarity: recent advances in FWPs demonstrate an expressivity
advantage of DeltaNet over softmax attention [7, 8, 10]. Thus, in a hybrid system, FW-memory could
play a crucial role when the system has to deal with types of computations that KV-memory cannot
perform, and this may require FW-memory to also process the most recent inputs.

This motivates “Synchronous HQLT” in which both KV-memory and FW-memory process the same
input simultaneously. The corresponding equations are identical to those of Delayed-Streaming HQLT
(Sec. 3.1) except that in the Synchronous one, the key-value pair produced at time step ¢ is fed to both
KV-memory and FW-memory (i.e., Eq. 12 takes (k;, v;) as inputs). Figure 1B illustrates the model.

This approach also directly connects to the hybrid model explored in Arora et al. [21], which uses the
vanilla LA, whose performance is known to largely lag behind those of more advanced FWPs, such
as DeltaNet and GLA [5, 35, 28]. As we demonstrate experimentally, taking into account the latest
advances in FWPs/DeltaNet is crucial to study the optimal design choice of HQLT—a critical aspect
that has been missing in prior work [21, 22].

4 Experiments

We conduct our main experiments using three types of tasks: general language modeling tasks (for
general evaluation and sanity checks of HQLTS; Sec. 4.1), synthetic algorithm tasks (to evaluate
whether HQLT's can make use of the advantageous computational expressivity of FW-memory to
remediate KV-memory’s deficiency; Sec. 4.2), and retrieval intensive tasks (to test whether HQLT's
can leverage the precise recall ability of KV-memory which is lacking in FW-memory; Sec. 4.3).
Further experimental details, including training hyper-parameters and detailed task descriptions, can
be found in Appendix A.

4.1 Evaluating general language modeling capabilities

We begin with evaluating general language modeling capabilities of the proposed HQLT models as a
general sanity check. We train language models with either 340M or 1.3B trainable parameters (using
sequence lengths of 2048 and 2240, respectively, unless otherwise noted) from scratch on 15B tokens
of the HuggingFace FineWeb-Edu dataset [20]. These choices mostly follow the configurations of
the recent work on LTs/DeltaNet [28, 29, 7] and their most recent recommendations available on
the £1ame repository [24], including the choice of tokenizer (f1a-hub/transformer-1.3B-100B).
The subword-unit vocabulary size is 32K for all models. All models have 24 layers. The baseline
Transformer architecture is from [38] (denoted as Transformer++, following prior convention) and the
DeltaNet configuration is from [29]; both models/configurations are used in prior work [29, 7]. Note,
however, that for fair comparison with the baseline quadratic transformer, we do not use short-window
convolution in the DeltaNet, unlike in recent work [29].

We evaluate the trained models through two perplexity evaluation settings on WikiText-2 [39]
(Wiki.) and LAMBADA (LMB.) [40], and six zero-shot common sense reasoning tasks: PiQA [41],
HellaSwag (Hella.) [42], WinoGrande [43] (Wino.), ARC-easy (ARC-e) and ARC-challenge (Arc-c)
[44]. The choice of these tasks also follow the common settings in prior work [28, 29, 7]. We use the
standard 1m-evaluation-harness [19] for these evaluation runs.



Table 2: General language modeling experiments for Hybrid Quadratic-Linear Transformers (HQLTS).
Both the 340M/1.3B models are trained for 15B tokens. Unless otherwise indicated in ablation studies,
the window size for KV-memory is 64 tokens, and the dynamic vector mixing is used to combine
KV-memory and FW-memory in HQLTS. 1m-evaluation-harness is used to produce the results.

Model Wiki. LMB.|LMB. PIQA Hella. Wino. ARC-e ARC-c Avg.
ppll ppld | acctT acctT acc_nt acct acct acc_nt
340M params
Transformer++ 265 349 | 339 676 41.0 537 602 29.0 476
DeltaNet 27.6 350 | 328 67.1 408 52.6 585 288 4638
HQLT
Delayed-Stream 264 331 | 336 679 421 518 594 295 474
Delayed-Chunk 267 299 | 335 668 423 509 61.1 30.6 47.5
Synchronous 263 294 | 333 662 427 538 615 294 478
1.3B params
Transformer++ 19.8 179 | 426 710 503 558 652 332 530
DeltaNet 20.6 199 | 393 70.1 495 525 685 342 523
HQLT
Delayed-Stream 200 165 | 43.5 70.7 516 560 693 360 545
Delayed-Chunk 202 163 | 413 71.8 509 550 679 352 537
Synchronous 198 159 | 428 72.0 515 561 68.1 33.1 539
Ablations with 340M params
HQLT Synchronous
sum mixing 27.7 348 | 325 67.0 412 524 609 289 472

dynamic vector mixing (25M) 263 294 | 333 662 427 538 61.5 294  47.8
w. Linear Attn. (no DeltaNet)| 33.3 1142 | 21.0 632 364 51.7 538 26.8 422

window X2 = 128 266 278 | 356 68.1 417 512 614 30.1 480
window x4 = 256 26.7 277 | 354 67.0 422 527 59.8 290 477
window X8 = 512 27.0 280 | 359 663 413 532 60.1 29.0 47.6

Results. Table 2 shows the results. We first observe that the two baselines, the quadratic transformer
(Transformer++) and DeltaNet perform comparably at both 340M and 1.3B scales on this general
evaluation setting; DeltaNet only lags behind slightly. Consequently, we also observe all the hybrid
models to also perform similarly on average over the six common sense reasoning tasks, with a slight
improvement over DeltaNet (up to 1% absolute on average) which roughly matches the transformer
performance. One task where we observe significant improvements by an HQLT is the LAMBADA
perplexity evaluation (second column; LMB. ppl): the best HQLT model, the Synchronous variant,
achieves about 15% relative improvements over both transformer and DeltaNet baselines, in both
340M and 1.3B-parameter cases. Interestingly in the 1.3B setting, HQLT Delayed-Stream produces
the best results on ARC tasks, achieving the best average performace over 6 tasks. Neverthless, we find
all HQLTS to perform favorably compared to the transformer and DeltaNet baselines in the 1.3B case.

Ablation studies. Table 2 (bottom part) also provides several ablation studies on HQLT Synchronous.
First of all, we confirm that the choice of FW-memory type matters: replacing DeltaNet with the
vanilla linear attention [3] (Linear Attn.) yields large performance drop (large average performance
drop from 47.8 to 42.2; and a large increase in perplexities, on LMB. in particular). Second, KV-
memory’s window size (increased from 64, up to 512) has minimal impacts on the general language
modeling performance of HQLT. Finally, we also ablate the type of memory mixing strategies: with
the exception of the LMB. perplexity evaluation, where dynamic vector mixing outperforms naive
sum mixing, the overall performance is very similar on these general evaluation tasks.

4.2 Evaluating Expressivity

Here we compare HQLT variants’ abilities to leverage expressivity advantages of the FW-memory
component, DeltaNet. We evaluate models on two popular regular language recognition tasks, parity
and modular arithmetic without brackets, which are well-known tasks that quadratic transformers
and other linear recurrent models fail (due to lack of expressivity), while more expressive, DeltaNet
performs well [7]. We mainly follow Grazzi et al. [7]’s experimental settings: we use 2-layer and
3-layer models for parity and modular arithmetic, respectively; training and test sequences have



lengths from 3 up to 40, and from 40 to 256, respectively. The window size for all HQLTs is set to 8
(except for Delayed-Chunk which uses 16). We refer to Appendix A.2 for further experimental details.

Table 3 shows the results. As expected, the two Table 3: Evaluating Expressivity of Hybrid
“delayed” variants, Delayed-Stream and Delayed- Quadratic-Linear Transformers (HQLTSs) using reg-
Chunk, fail on these tasks just like the quadratic ular language recognition tasks: Parity and Modu-
transformer. In these “delayed” variations, lar Arithmetic without brackets (Mod Arith). The
FW-memory has a delay of a few time steps to top-block results are taken from [7]. We show
access an input, corresponding to the quadratic normalized accuracies [%] (0% is chance level).

attention window size; this could be too late to

leverage FW-memory’s capabilities for these Model Parity  Mod Arith
tasks requiring state-tracking in “real time”. ace 1 acc T
In contrast, Synchronous HQLT has no such Transformer [7] 22 3.1
limitation and successfully solves these tasks. Mamba [7] 100.0 24.1
As an extra ablation, we confirm that the choice DeltaNet [7] 1000 o7
of FW-memory type is important: as expected, HQLT

even the Synchronous version fails at these Delayed-Stream 33 27.8
tasks, if vanilla LA (Linear Attn.), which has Delayed-Chunk 2.8 1.4
no known expressivity advantage over softmax Synchronous 100.0 97.0
attention, is used as the FW-memory module w. Linear Attn. | 25 44.5
instead of DeltaNet.

Given that the delayed versions have no other significant advantage over the synchronous version
(apart from the conceptual elegance in introducing explicit division of labors over time), we consider
this result as a strong argument to prefer the Synchronous variant over other blending strategies for
HQLT. This also allows us to conclude that the design of “Infini-attention” from prior work [22],
which makes use of the Delayed-Chunk strategy, is sub-optimal in light of expressivity.

4.3 Evaluating in-context retrieval abilities

Here we evaluate HQLT’s perfor- Table 4: Evaluating Hybrid Quadratic-Linear Transformers
mance on recall-intensive tasks. Fol- (HQLTS) on retrieval-intensive tasks. Both the 340M/1.3B
lowing prior work [29, 45], we models are trained for 15B tokens. The default window size
focus on three tasks: FDA [45], for KV-memory is 64 in HQLTs. Dynamic mixers (scalar
SWDE [46], and SQuAD [47]—tasks and vector) add 0.4M and 25M parameters, respectively.

on which we observe large perfor-

. Window SWDE SQuAD FDA Avg.
mance gaps between the two baselines, size acct acct acct
quadratic transformer and DeltaNet.

Results on these datasets are notori- 340M params

ously known to be sensitive to the Transformer++ 2048 449 369 523 44.7
evaluation protocol; following the Transformer++ 1024 304 255  31.2 29.0
recommendations from prior work DeltaNet - 185 252 86 WHE
[6], we use the original evaluation HQLT Synchronous

script from [45] for FDA (instead sum mixer 64 133 262 126 174
of lm-evaluation-harness [19]). dynamz:cscalar 64 21.1 27.7 11.4 20.1
Taking into account the conclusions dynamic vector 64 200 28.4 109 19.8
from the experiments above (Sec. 4.1 window X2 128 169 30,5 179 21.8
and 4.2), we focus on studying HQLT window x4 256 18.6 356 151 23.1
Synchronous. We additionally focus window X8 512229 357 173 253
on the Compute_budget frlendly 340M_ window x 16 1024 34.0 37.1 50.1 40.4
parameter sgtting for this study (we 1.3B params

provide a single run for.the 1'3,B' Transformer++ 2048 53.7 415 64.7 533
parameter HQLT with a window size DeltaNet - 329 299 236 28.8
of 64 only). HQLT Synchronous 64 319 312 302 31.1

Table 4 shows the results. We first observe that the type of memory output mixer plays a significant role
here (second block from top). The sum mixer tends to underperform other mixing strategies on SWDE,
while both the simple dynamic scalar mixing and dynamic vector mixing strategies perform similarly;
our ablation on the window size (below) is conducted with the dynamic vector mixing strategy.
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Figure 2: Evaluation of the Synchronous Hybrid Quadratic-Linear Transformer (HQLT) on reinforce-
ment learning in partially observable environments, using a “passive visual match” task [48, 49]. A:
In this task, an agent (the beige pixel) navigates in a 2D grid world (of size 7 x 11) delimited by imper-
meable walls (black). The agent can only observe the nearby pixels (5 x 5-grid centered on the agent;
illustrated by the light-blue boxes). An episode in this task has three phases. During Phase 1 (whose
duration is 15 time steps), the agent observes a color, randomly drawn from three choices, red, green or
blue (here blue). In Phase 2 (750 steps), the agent is in a room with apples (green); collecting an apple
yields a reward of 1. There are initially 10 apples, and they reappear every 20 steps; their positions are
random. In Phase 3 (max. 15 steps), if the agent reaches the pixel with the color that matches the one
provided in Phase 1, the episode ends successfully; it yields a reward of 100. Alternatively, Phase 3
terminates if the agent reaches a pixel with the wrong color or when the limit of 15 steps is reached (no
reward is given in these cases). B and C show the average return and success rate over 20 test episodes
as a function of training environment steps, respectively. We show the average and 95% confidence
intervals computed using three training seeds. The variation in success rate is high for Transformer,
as one of the seeds consistently achieved the 100% success rate after certain training steps, while
other seeds did not. Similarly for HQLT, one of the seeds consistently achieved above 70%.

Next, as expected, the window size is an important parameter for the performance of HQLT on these
tasks overall. However, breaking down the performance on the task level, there are mixed results. For
example, increasing the window size from 64 to 128 yields large degradation on SWDE (from 20.0
down to 16.9), while increasing it up to 512 yields an effective improvement (SWDE accuracy going
up to 22.9). Similarly, increasing the window size from 64 to 128 yields a large improvement on FDA
(from 10.9 to 17.9) but increasing it further to 256 yields degradation (down to 15.1). These obser-
vations confirm previously reported sensibility of these tasks [6]. Nevertheless, overall, we observe
gradual performance increase on average by increasing the window size from the default value of 64 to
512, and finally up to 1024. Another interesting comparison is between HQLT with a window size of
1024 and the baseline transformer trained with the same window size (second row); we obtain a large
improvement (40.4 vs. 29.0) showing the benefit of an extra FW-memory that covers a larger context,
even though retrieval is not the main strength of FW-memory. Finally, by increasing the parameter
count to 1.3B, HQLT with a tiny window size of 64 still yields a large improvement over the standalone
DeltaNet on FDA. The compute requirements for HQLTs are discussed in Appendix A.1 and B.2.

4.4 Evaluation beyond the language domain: Reinforcement learning in POMDPs

To complete the set of experiments above focused on the language domains, here we evaluate HQLT
on reinforcement learning (RL) tasks in partially observable environments (POMDPs) [50]. We use
the “passive visual match” task [48, 49], whose illustration and description can be found in Figure
2A and its caption. This task is a representative example of memory retrieval with distractions—the
task of remembering the initial color after the sub-task of collecting apples in a partially observable
room (both tasks require some short-term memory), which is reminiscent of real-life situations, such
as remembering where the car is parked after grocery shopping or engaging in a conversation with
a friend; these activities act as distractions that can interfere with recalling the parking location.

The sequence length of an episode is 780 steps (15, 750, and 15 steps for each phase, respectively).
We compare Transformer (with the full context size of 780), DeltaNet, and Sychronous HQLT (with
a short quadratic attention window size of 64). Following Ni et al. [49], we use the hidden size of
100 for all models (we use 2 attention heads). We tested different numbers of layers from 1 to 3



for all models; we found 2 to be the most stable for Transformer, while 3 layers worked best for
DeltaNet and HQLT. We train all models using the soft-actor critic method for discrete action space
[51, 52] (we have four actions, up/down/left/right, for navigation). Further experimental details can
be found in Appendix A.3. Figures 2 B and C show the results. We observe that the Transformer
with softmax attention outperforms DeltaNet on this retrieval-focused task, while HQLT largely
closes this performance gap using a short quadratic attention window of only 64.

5 Related Work and Discussion

Related work. The idea of hybridizing heterogeneous models into a single network is not uncommon
[6, 53-61]. A popular approach is the layer-wise combination strategy, which use different model
types in different layers in a deep neural network. For example, xXLSTM [55] makes use of two types
of memory layers, mLSTM and sLSTM; mLSTM is a gated variant of LT/FWP [3, 4], enabling
parallel training over sequence elements, while SLSTM enables expressive recurrent computation (as
it retains the structure of the classic LSTM [62], with the only distinction being the block-diagonal
recurrent structure arising from the multi-head architecture). Other notable examples are Griffin [53]
and Samba [57] which interleave gated linear recurrent layers [63—66] and local attention layers.

While such layer-wise hybrid methods may be a natural solution to combine memory systems that
are structurally very different, e.g., recurrent neural networks and transformer variants, quadratic and
linear transformers offer a unique opportunity for blending them at a lower level—within a single layer
as an unified memory system, as they share the main variables (namely, key, value, and query vectors)
used in their respective computation. Such an opportunity has been previously explored [45, 22] (both
of which we related to our models in Sec. 3). In particular, the focus of Arora et al. [45] is on the
recall-throughput trade-off—which alone does not cover the full aspects of complementarity between
QT and LT, as we’ve seen; and also crucially, their choice of FW-memory is the vanilla linear attention,
whose perform is well-known to lag largely behind the softmax attention (as we also see in our ablation
studies replacing DeltaNet with vanilla LA); in contrast, we consider recent advances in LT/FWPs
which have developed more competitive LT models, including DeltaNet. Munkhdalai et al. [22] use
a form of delta-rule in their FW-memory component; however, recent findings that enhance the delta
rule in FWPs [5, 29] seem overlooked (e.g., careful choice of ¢, omission of the extra normalizer;
use of dynamic learning rate 3;), which makes it difficult to conclude on the true potential of HQLT.
Finally, Munkhdalai et al. [22] use the “Delayed-Chunk” hybrid scheme, which is incompatible with
the idea of leveraging FW-memory’s expressivity (Sec. 4.2). In this sense, our work offer updated and
unique discussions on designing a hybrid attention model which cannot be found in any prior work.

Limitations. While this work has shown generally promising results in combining quadratic and
linear transformers, the results on the retrieval tasks are still unsatisfactory (Sec. 4.3): it seems
that, a large KV-memory window is unavoidable for precise retrieval (even though there was non-
zero chance that with enough layers/depth, even a short window could yield a precise long-range
retrieval). One potential solution to remediate this may be to introduce a mechanism for more
complex communication between KV-memory and FW-memory, in which FW-memory selectively
revives certain memory events and reinserts them into the limited KV-memory—as opposed to the
current design of sliding window attention in which KV-memory can only operate on the recent
past. Investigating such a mechanism is not straightforward in the current era of model development,
which sets hardware-efficiency as a hard requirement. Nevertheless, we believe that developing such
alternative memory architectures is an exciting direction for future work.

6 Conclusion

The quadratic transformer (KV-memory system) and linear transformer (FW-memory system) are
two complementary memory systems with unique advantages. We develop a method to blend these
two systems into a single hybrid memory system to leverage the strengths of both. By taking into
account various types of complementarity between these two systems—complexity, context length,
retrieval precision and expressivity, we empirically evaluate our models on general language modeling,
retrieval, and synthetic algorithmic tasks and reinforcement learning settings, to finally conclude
that the best overall hybrid method is the one that allows KV-memory and FW-memory to operate
synchronously, as opposed to alternatives that introduce a division of labor over time. This offers a
novel perspective on the development of hybrid memory systems for sequence processing.
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A Experimental details

A.1 Language modeling experiments

Here we provide details of the language modeling experiments presented in Sec. 4.1 and 4.3.

Training details. Table 5 shows the training and model hyper-parameters used to train the 340M and
1.3B parameter models. The KV-memory component of HQLTSs use the RoPE positional encodings
[68]; Appendix B.3 provides the corresponding ablation study. We train with an effective batch
size of 64 per GPU with a sequence length of 2048, using 4 GPUs, for 28,672 steps; this yields
15,032,385,536 tokens. The 1.3B models were trained with a slightly increased sequence length
of 2240; this increases the training token count to 16,441,671,680 (for simplicity, in the main text,
we refer to both of them as trained for 15B tokens) Note that the actual parameter counts of 340M
models are about 370M; we follow this convention from prior work [29, 6, 28, 7] (likely related to
the fact that if the models shared the input and output embedding matrices of about 30M parameters,
they would have 340M parameters; but this is not the case, either in our work, nor in the prior work).

Training time. Training of 340M models using 4 H100-80GB GPUs take about 8 hours for the
baseline transformer and 10 hours for DeltaNet and all the HQLT models with the window size
from 64 to 1024 tokens. For the 1.3B models, these numbers become 26 hours for the baseline
transformer and DeltaNet, and 30 hours for all the HQLTSs variants. Given that the training for the
1.3B models uses 16B tokens, training throughputs are 170K tokens/second and 148K tokens/second
for the baseline Transformer/DeltaNet and HQLT, respectively.

We use the f1a [24] toolkit to implement the models, and £1ame [67] to train them.

Table 5: Hyper-parameters of language models.

Model
340M 1.3B
Number of layers 24
Feedforward block multiplier 4
Total hidden size 1024 2048
Number of heads 8 16
Sequence length 2048 2240
Effective Batch size 64
Learning rate le 3
Warmup steps 1024
Minimum learning rate 0.1
Max norm clipping 1.0
Std. of weight initializers 0.02

Implementation details. Both the Synchronous and Delayed-Stream variants of HQLT studied in
this work can directly make use of flash-attention [23] and flash-linear-attention [24] implementations
(without modifying the corresponding Triton kernels) for the quadratic and linear components of the
models, respectively. For Delayed-Block HQLT, we wrote a custom Triton kernel to replace intra-
attention in the DeltaNet implementation of [29] by an efficient softmax attention implementation
[23], and modified the backward function accordingly. Note, however, that there is still room for
optimization as the intra and inter-chunk operations are currently implemented in two separate kernels
(they may potentially be fused into a single kernel for further speed optimization).

Evaluation Details. Here we provide further descriptions of the evaluation datasets used in our
general language modeling and retrieval tasks.

The six zero-shot common sense reasoning tasks we used in Table 2 are as follows. LAMBADA
(LMB.) [40] is a task of predicting the last word in a sentence following some context sentences.
PiQA [41] and HellaSwag (Hella.) [42] evaluate models’ common sense knowledge (learned in
weights) through question answering with multiple choices. WinoGrande [43] (Wino.), inspired by
the Winograd Schema Challenge [69], is a set of pronoun-resolution problems. The ARC dataset
[44] is a set of grade school-level questions about natural science, which is split into two subsets,
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ARC-easy (ARC-e) and ARC-challenge (Arc-c), according to their difficulties (determined based on
whether certain baseline models can solve it). We use the standard 1m-evaluation-harness [19]
for evaluation on these datasets.

In Table 4, we use three additional datasets to evaluate models’ in-context retrieval abilities. SWDE is
an information retrieval task based on the Structured Web Data Extraction dataset [70] (e.g., extracting
some subject-predicate-object information from a raw HTML webpage about a movie). Similarly,
FDA is an information retrieval task, extracting some key-value pairs from a set of PDFs from the FDA
website. SQuAD [47] is the latest version of the Stanford Question Answering Dataset [71] which is
a set of reading comprehension problems, which evaluate models’ ability to answer question based
on a provided text passage. For SQuAD and SWDE, we use 1m-evaluation-harness [19] for
evaluation but by removing leading and trailing spacing in the document (see a related note at https:
//github.com/EleutherAI/Ilm-evaluation-harness/issues/2690). For FDA, we use the
original script from https://github. com/HazyResearch/prefix-linear-attention/blob/
main/lm-eval-harness/prompt_scripts/run_jrt_prompt_hf.sh (following the recommen-
dation by Yang et al. [6] provided at https://github.com/NVlabs/GatedDeltaNet?tab=
readme-ov-file).

The choice of all these tasks follow prior work [28, 29, 7].

A.2 Synthetic algorithmic tasks

Here we provide details about the experiments with two regular languages presented in Sec. 4.2. All
the basic settings follow those of Grazzi et al. [7].

Tasks. In “Parity”, an input is a sequence of zeros and ones, and the task is to determine whether
the number of ones in the sequence is odd or even. This essentially corresponds to modulo 2 addition,
with the chance-level accuracy of 50%.

In “Modular Arithmetic (Mod Arith)”, the task is a modulo 5 addition and multiplication task (without
brackets). Each symbol in an input sequence is either a number (from O to 4, in the module 5 case,
which is our setting), or a mathematical symbol (there are five of those: {+, —, %, =, eos} where the
last symbol is the extra “end-of-sequence” token; which is not necessary for the modulo 5 case but
included by convention). Here not only the output, but also the numbers in the sequences, are drawn
between 0 to 4. This makes the total vocabulary size of 10 with a chance level accuracy of 20%.

Model configuration. The model hidden size is set to 128 and the number of heads is 4. For
HQLTs, we use the dynamic vector mixing strategy, and the chunk size is set to 8 (except for the
Delayed-Chunk variant, we set it to 16 for an implementation reason). We use 2 layers for Parity and
3 layers for Modular Arithmetic. Naturally, the crucial factor 2 is applied after the sigmoid activation
on the dynamic learning rate 3; in DeltaNet (Eq. 8) to enhance its state-tracking ability [7].

Training settings. We train with a batch size of 1024 for 20,000 steps. We search for the best
learning rate among {5e 3, 1le =3, 5e 4, 1le~*} (the only difference compared to Grazzi et al. [7] is
that this list includes 5e ~3 instead of 1e~2), each with three seeds. We directly measure the validation
accuracy to determine the best configuration. In the main result table, Table 3, we report the best/max
result among the seeds for the best configuration, while Table 6 shows variability among seeds. This
is a standard practice in formal language recognition tasks [12, 10]. We train with sequence lengths
from 3 to 40, and validate on sequences of lengths from 40 to 256. Each training run on a single
H100 takes about 70 min.

Evaluation. We report “normalized accuracies”, that is, by denoting the raw accuracy as A,,,, and
the chance level accuracy as Apance, We 1eport (Araw — Achance) /(100 — Acpance ), Where Acpance 18
50% for parity and 20% for modular arithmetic (modulo 5), such that all the accuracies are scaled to
be between 0 and 100, where 0 is chance-level and 100 is perfect accuracy.

A.3 Reinforcement learning experiments

Here we provide experimental details of the RL experiments presented in Sec. 4.4. Our main settings
follow Ni et al. [49]’s (our implementation is based on their code base), which implement the soft-
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Table 6: Median accuracy and median absolute deviation over 3 seeds using the best learning rate
for each case. This is to complete Table 3 which shows the best/max result among the seeds. The
top-block results are taken from [7]. We show normalized accuracies [%] (0% is chance level).

Model Parity Mod Arith
acc T acc T
Transformer [7] 03+1.3 1.8+ 09
Mamba [7] 1000 £0.0 214+ 2.7
DeltaNet [7] 999+ 0.6 82.6+14.6
HQLT
Delayed-Stream 30+£03 222+ 5.6
Delayed-Chunk 23+0.1 14+ 0.1
Synchronous 99.7+£0.1 932+ 32

w. Linear Atm. | 2.1+£0.3 329+11.6

actor critic method for discrete action space [51, 52]. Regarding the environment, we set a reward of
100 for a successful episode, i.e., when the agent successfully reaches the correct color in Phase 3,
instead of 10 in Ni et al. [49].

An observation (a 3 X 5 x 5 image) is first processed by a 2-layer convolutional neural network to
produce a 144-dimensional vector, which is then fed to the sequence model (described in the main
text). The output of the sequence model is a 100-dimension vector, which is fed to all the policy
and value networks; each of which is parameterized by a 2-layer feedforward network with a hidden
dimension of 256, and their final output dimension is 4, corresponding to the number of actions.

We use a batch size of 64 and a learning rate of 3¢~ for all the system components, using the Adam
optimizer [72]. We apply a scale of 0.1 on the entropy term in the loss. Importantly, we use dropout
with a dropping rate of 0.1 inside the sequence models, including on the observation embeddings.
We keep the dropout active during rollouts to enhance exploration as is done in Ni et al. [49] (we
found this to be important in practice). We refer to the code for any further details.

B Further discussion

B.1 Further clarifications for the Delayed-Chunk variant

Delayed-Streaming HQLT and Delayed-Chunk HQLT are not equivalent (i.e., their outputs are
different for the same input) because the classic equivalence between recurrent vs. chunk mode
computation in linear attention does not hold when softmax is applied within the intra-chunk attention.
To be more specific, the Delayed-Streaming variant has a sliding window attention with a stride of 1,
i.e., at every time step, the oldest token from the KV-memory window is fed to the FW-memory, and
a new token enters the KV-memory window; as a consequence, the memory content of FW-memory
is updated at every time step, whereas in the Delayed-Chunk variant, the sequence is processed
chunk-by-chunk, i.e., the content of FW-memory is only updated at the chunk-boundaries and
remains constant while the system is processing the current chunk. Within a chunk, the content of
KV-memory is updated at every time step by adding the new element in the chunk; its content is
reset (to empty) at the chunk boundaries. Figure 3 provides an illustration. Delayed-Chunk HQLT
is naturally compatible with efficient training: we can apply flash-linear-attention for inter-chunk
attention computation, and flash-attention to the intra-chunk attention with softmax.

Intuitively, Delayed-Streaming HQLT may be argued to be a better approach as the KV-memory
always makes use of the full window size (except at the very beginning of the sequence), but we also
included Delayed-Chunk which is not only a natural extension of chunk-wise parallel form of linear
attention, but was used in prior work by Munkhdalai et al. [22].
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Figure 3: An illustration for the Chunk-Delayed variant of Hybrid Quadratic-Linear Transformers
(HQLTSs). Here the chunk size is 4. KV-memory only has access to the tokens within the current
chunk (i.e., the last three tokens here), whereas FW-memory does not contain any information about
the current chunk.

B.2 Practical computational costs of increasing the window size

In Sec. 4.3/Table 4, we demonstrated how increasing the quadratic attention window size in HQLTS
improves their retrieval abilities. Here we discuss the computational costs for such improvements. In
practice, within the range of window sizes discussed here, the extra computational cost is negligible,
since during inference with a batch size of 1, short-window attention is typically memory-bound rather
than compute-bound and can be efficiently computed in a few parallelizable matrix multiplication
steps on a GPU, regardless of whether the window size is 64 or 1024. Training time is also only
minimally affected by the increased window size as training is parallelized over the sequence elements.
However, the total state size (which has a direct impact on the memory requirement) increases as a
function of the window size S as S(diy + dout) + dou * din per layer and per head.

B.3 Positional Encodings in KV-memory

All the HQLT models presented in the main text use the RoPE positional encodings [68] in KV-
memory. However, it is also known that multi-layer self-attention can process sequences without
explicit positional encodings [73—75], and such a “No Pos” approach has certain generalization
benefits [12, 76]. Here we provide an ablation study on the positional encoding in KV-memory.

Table 7: General language modeling experiments for Synchronous HQLT. Both the 340M/1.3B
models are trained for 15B tokens. ‘“No Pos” indicates no positional encoding in KV-memory.
“window” specifies the window size for KV-memory, and the dynamic vector mixing is used to
combine KV-memory and FW-memory.

Model Wiki. LMB. |LMB. PIQA Hella. Wino. ARC-e ARC-c Avg.
ppld ppll | acctT acct acc_n?t acctT acctT acc_nt
340M params
window = 64
RoPE 263 294 | 333 662 427 538 615 294 478
No Pos 273 318 | 324 662 407 519 603 298 469
window = 1024
RoPE 268 316 | 346 667 411 500 599 28.1 46.7
No Pos 272 345 | 323 663 402 54.0 573 294 46.6
1.3B params
window = 64
RoPE 198 159 | 428 720 515 56.1 68.1 33.1 539
No Pos 20.7 17.7 | 404 70.7 506 545 67.1 339 529
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Table 8: Evaluating Synchronous HQLT on retrieval-intensive tasks. Both the 340M/1.3B models
are trained for 15B tokens. “No Pos” indicates no positional encoding in KV-memory. “window”
specifies the window size for KV-memory, and the dynamic vector mixing is used to combine
KV-memory and FW-memory.

SWDE SQuAD FDA Avg.
accT accT acct
340M params
window = 64
RoPE 20.0 284 109 19.8
No Pos 17.1 284 134 19.6
window = 1024
RoPE 34.0 371 50.1 404
No Pos 36.5 333 558 419
1.3B params
window = 64
RoPE 31.9 31.2  30.2 31.1
No Pos 32.7 329 263 306

We compare the Synchronous HQLT models with and without RoPE for the 340M models with a
window size of 64 or 1024, as well as for the 1.3B model with a window size of 64.

Tables 7 and 8 show the results for general language modeling and retrieval tasks, respectively.
Regarding the general language modeling tasks, we find RoPE to be generally beneficial. We observe
that RoPE consistently improves the perplexity on Wiki. and LMB. (the two first columns in Table 7);
and also on the zero-shot tasks in Table 7, with the exception of Wino. and ARC-c in the 1024 window
size case, RoPE yields notable improvements. Another interesting observation here is that the model
with a window size of 1024 is slightly worse than the 64-size model in these general language tasks;
this may be acceptable given the substantial improvements observed in the retrieval-intensive tasks.

The results are more mixed in the retrieval-intensive tasks (Table 8), which is also likely related
to the sensibility of these tasks (as mentioned above). For example, we observe a large improvement
on FDA by removing the positional encoding in the 340-parameter models (in both the 64- and
1024-window size cases), while this is not the case in the 1.3B model. In fact, in the 340-parameter
1024-window model, “No Pos” outperforms RoPE on both SWDE and FDA, while the trend is
reversed on SQuUAD. Nevertheless, given the general language modeling results above, using RoPE
seems to be a more robust option overall. Further investigation into the length generalization benefits
of “No Pos” HQLTs is beyond the scope of this work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Both in the abstract and the introduction, we accurately describes the scope
and objective of the work, as well as the nature of our experiments, and obtained result
overview.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have a dedicated paragraph for limitations under Sec. 5.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our work is empirical.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We will release code and configuration files on a public GitHub repository
upon acceptance (unpolished codebase is already provided in the supplemental material).
Our codebase is based on a popular framework for linear transformers, called £1ame [67]
and fla [24], which further facilitate exchanges of our experimental praticalities.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The training data we used can be easily downloaded from Hugging-
Face: https://huggingface.co/datasets/HuggingFaceFW/fineweb-edu. Evalu-
ation was also done using the publicly accessible lm-evaluation-harness [19].

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The most important details are provided in the main text, and all other experi-
mental details can be found in Appendix A in the supplemental material.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We have dedicated (sub)sections in Appendix A in the supplemental material.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have a dedicated section in Appendix A in the supplemental material.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We do not foresee any such issue in our work.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: We do not foresee any such issue to be discussed in our work.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

24


https://neurips.cc/public/EthicsGuidelines

11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not foresee any such issue with our models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes, we make sure to fully credit them.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not produce any new data asset.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This is not applicable to our research.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This is not applicable to our research.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: This is not applicable to our research.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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