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People can judge whether they will enjoy dishes like waffles with horseradish cream
sauce or broccoli ice cream even if they have never tried them. What representations
and computations support reasoning in such situations? We develop a theory of
decision making in combinatorial domains. Its central claim is that utility functions can
be compositionally structured: The utility of a combination is a function of its constit-
uents’ utilities and the rules for combining them. Utilities are induced from experience
by probabilistic reasoning over the structured space of utility functions. In a series of
experiments, we show how this theory can capture human evaluations of novel food
combinations. We first show that the theory quantitatively predicts evaluations of novel
food combinations. We then report more strongly controlled experiments (using unfa-
miliar foods) that rule out several alternative theories. Taken together, these experi-
ments demonstrate how compositionally structured representations of utility can sup-
port decision making in combinatorial domains.
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Visitors to the restaurant Dirt Candy in New
York have the opportunity to try such dishes as
Kimchi doughnuts, waffles with horseradish
cream sauce, and broccoli ice cream. How do
visitors judge whether these novel combinations
will taste good? A similar question arises in
many other domains: Will these pants go with
this shirt? Which couch would look best in my
living room? Who should I invite to my dinner
party? Despite the ubiquity of such questions,

surprisingly little is known about how people
make decisions in combinatorial domains. In
this article, we develop a normative theory of
combinatorial decision making and test its pre-
dictions experimentally.

Like many theories of decision making, we
assume that preference is determined by a utility
function that assigns scalar utilities to objects in
the choice set. The central claim of our theory is
that utility functions can be compositionally
structured: The utility of a combination is a
function of its constituents’ utilities and the
rules for combining them. Compositionality en-
dows an agent with the ability to evaluate (as-
sign utility to) a virtually infinite number of
combinations, a property known as productiv-
ity. Compositionality also guarantees system-
aticity: If an agent can evaluate a particular
combination, then they can also evaluate a
structurally similar combination (e.g., the abil-
ity to evaluate “tuna sandwich” and “chicken
salad” implies the ability to evaluate “chicken
sandwich” and “tuna salad”).

Our theory attempts to situate decision mak-
ing within the larger framework of the language
of thought (Fodor, 1975), which asserts that
cognition is a compositional system, building
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complex representations out of simpler ones
through the application of composition laws.
More recent versions of this framework have
formalized a probabilistic language of thought
(Goodman, Tenenbaum, Feldman, & Griffiths,
2008; Goodman, Ullman, & Tenenbaum, 2011;
Kemp, Goodman, & Tenenbaum, 2008; Pianta-
dosi, Tenenbaum, & Goodman, 2012), which
accommodates uncertainty by allowing com-
plex representations to be probabilistic func-
tions of their constituents. Probabilistic infer-
ence over this language of thought can capture
both the compositional structure of cognitive
representations and the graded nature of learn-
ing and reasoning. Our goal is to show how
these same ideas can be used to understand
decision making in combinatorial domains.

Below, we formalize our theory, showing
how it extends classical linear theories to com-
binatorial domains. Classical linear theories as-
sume that objects are encoded by a set of fea-
tures and conjunctions of features; utility is
modeled as a linear function of these features
and conjunctions. This approach ignores the
underlying object structure, encoding conjunc-
tions of features even when these features be-
long to different object parts. In contrast, our
compositional utility theory respects object
structure, defining a compositional procedure
for encoding structure-sensitive features. In par-
ticular, we develop a theory of utility functions
defined over tree structures that represent the
part–whole structure of objects. This represen-
tation is combined with a probabilistic inference
engine that enables an agent to reason induc-
tively about objects in combinatorial domains.
Our goal is to take a step toward a more realistic
theory of utility by combining the power of
classical linear theories with a more sophisti-
cated object representation and principles of
probabilistic reasoning. As we elaborate below,
our theory is similar in some respects to earlier
tree-structured utility models (Gorman, 1968;
Strotz, 1957; Tversky & Sattath, 1979), but
goes beyond them by showing how the param-
eters governing the utility function can be
learned from experience in a manner consistent
with normative inductive principles.

We present a series of experiments designed
to validate the theory. First, we asked partici-
pants to rate various combinations of familiar
foods. We show that our model quantitatively
predicts these ratings better than classical linear

theories. Second, we present results from con-
trolled experiments (using unfamiliar foods)
showing that human reasoning about utilities is
sensitive to object structure in a way that is
inconsistent with classical linear theories.

Theoretical Background

Because our work builds upon classical the-
ories of utility, we begin by discussing the his-
torical background. The relevant literature is
vast and complex, so we must satisfy ourselves
with a selective review. We will not cover de-
cision making under uncertainty, focusing in-
stead on issues of representation.

A cardinal utility function u : � � � is a
mapping from an object (or outcome) space � to
the real numbers. According to classical utility
theory (Von Neumann & Morgenstern, 1947),
an agent prefers x � � to x� � � if, and only if,
u(x) � u(x=). In multiattribute utility theory
(Keeney & Raiffa, 1976), objects are represented
by a collection of D attributes, x � {x1, . . . , xD},
and the object space becomes a Cartesian product:
� � �1 � . . . � �D.

Much of the research in multiattribute utility
theory has focused on establishing necessary
and sufficient conditions for utility functions to
be factorizable into local functions {ud(xd)}
over individual attributes:

u(x) � f [u1(x1), . . . , uD(xD)], (1)

where f [·] is a composition function. The most
well-studied form of factorization is the addi-
tive (linear) utility function (e.g., Krantz, Luce,
Suppes, & Tversky, 1971; Wakker, 1989):

u(x) � �
d�1

D

ud(xd). (2)

Econometric models, most notably the multi-
nomial logit model (McFadden, 1973), fre-
quently assume additivity because of the tracta-
bility it confers for modeling preferences: The
number of parameters is linear in the number of
attributes, rather than exponential in the general
case. Additivity has also been employed in
other related domains, such as value function
approximation in reinforcement learning (Sut-
ton & Barto, 1998) and outcome prediction in
classical conditioning (Rescorla & Wagner,
1972).
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Because additivity was recognized to be too
restrictive for some applications, Fishburn
(1967) proposed a generalized additive formu-
lation (see also Bacchus & Grove, 1995;
Braziunas & Boutilier, 2009), in which the util-
ity function decomposes into a sum of M factors
(attribute subsets):

u(x) � �
m�1

M

um(xm), (3)

where xm � x. The compositional utility theory
that we present in the next section can be seen
as a special case of generalized additive utility,
in which the attribute factors are tailored to a
particular form of object representation—
namely, a tree structure.

The idea that utility functions or choice pro-
cesses can be defined over tree structures has
several precedents. Tversky and Sattath (1979)
proposed a model called preference tree, ac-
cording to which choices are made by a hierar-
chical elimination process. An option is repre-
sented by a number of “aspects” (i.e., attributes)
arranged into a tree, and each aspect is assigned
some probability. At each stage of the elimina-
tion process, a single aspect is probabilistically
selected and all options that do not have that
aspect are eliminated. The process continues
down the tree (starting at the node correspond-
ing to the most recently selected aspect) until
only a single option remains. Like its more
general predecessor, elimination by aspects
(Tversky, 1972), preference tree can capture
similarity and context effects in choice behav-
ior. However, it is much more parsimonious,
with 2D–2 rather than 2D–2 parameters.

Strotz (1957) and Gorman (1968) explored
utility functions that are decomposable into a
tree structure. This can be viewed as a form of
factorization: Utility is factorized into branch
utility functions defined over mutually exclusive
and exhaustive subsets of the attributes. The key
implication of this factorization is that the mar-
ginal rate of substitution between two attributes
in the same branch is independent of attributes
in other branches. In other words, the rate at
which an agent is willing to give up some
amount of one attribute (e.g., bananas) in ex-
change for another attribute (e.g., oranges) in
the same branch, while keeping utility fixed,
does not depend on the amount of any attribute
in other branches (e.g., shirts, books).

Our goal is to combine the key advantages of
the classical linear multiattribute models of util-
ity with the tree-based approaches. The linear
multiattribute models are generative, in that
they can generalize to combinations that have
never been experienced before—an important
asset for any real theory of value. Furthermore,
the parameters of linear models can be learned
using probabilistic or reinforcement learning al-
gorithms (Rasmussen & Williams, 2006; Sutton
& Barto, 1998). However, these models, as tra-
ditionally formulated, do not deal with compo-
sitional or hierarchical structure needed to eval-
uate complex prospects in the real world. The
tree models described above have the latter
property, but they do not capture how utility
functions are learned from experience. Our goal
here is to produce a useful, practical mathematical
model for utility that has these two key properties:
It is capable of handling complex objects compo-
sitionally, and it can support rational inferences
about utilities from sparse data—just one or a few
experiences—using principles of probabilistic
reasoning.

Because the tree-based models like Tversky
and Sattath (1979) are descriptive models of
choice that are not designed to explain how the
parameters governing utility assessment are
learned from experience, our experiments here
focus on comparing our hierarchical model with
linear multiattribute models and, specifically,
probabilistic inference-based versions of linear
theories that correspond to special cases of our
approach. This also allows us to show, in a
well-controlled way, the added value of hierar-
chical structure in our framework for predicting
choice and value.

Compositional Utility Theory

In this section, we introduce compositional
utility theory. We first define a representation
of objects in combinatorial domains, and then
describe how utility functions over such ob-
jects can be induced from experience. This
model is mathematically equivalent to a linear
parameterization of the utility function with a
particular set of structure-sensitive features,
allowing us to draw connections to a family
of alternative models. Finally, we show how
appropriate representational constraints can
generate utility functions with compositional
properties.
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Object Representation

Our focus is on composite objects (e.g., broc-
coli ice cream is composed of broccoli and ice
cream), in which the constituent objects may
themselves be composite. We refer to objects that
cannot be decomposed further into other objects
as primitives, and each primitive is associated with
a set of attributes (e.g., vegetable, sweet, dairy).
Formally, a composite object can be represented
as a tree whose root node is the complete com-
posite object and whose leaf nodes are primitive
attributes obtained by recursively expanding com-
posite objects into their constituents. An example
is shown in Figure 1A. Trees can be equivalently
represented using set notation:

broccoli ice cream � {broccoli, ice cream}

� {{vegetable, savory},
{dairy, sweet}}.

Although this object representation is quite
simple, it captures the important part–whole
structure of objects that has been neglected in
studies of decision making.

Utility Representation

Before proceeding, it is worth noting one way
in which our utility theory is different from

standard treatments. We view utility as experi-
enced in the sense that it encodes hedonic plea-
sure or pain (Bentham, 1879; Kahneman, Wak-
ker, & Sarin, 1997). As such, the agent only
samples the utilities of experienced (i.e., cho-
sen) objects. The utilities of other objects must
be inferred. The decision utility of an object
reflects its role in determining choice behavior,
which, in our theory, entails an inferential com-
putation using noisy samples from memory (for
related ideas, see Gilboa & Schmeidler, 1995;
Gonzalez, Lerch, & Lebiere, 2003; Hertwig &
Erev, 2009; Stewart, Chater, & Brown, 2006).

When an agent experiences object x, its util-
ity u(x) is stored in memory as r:

r � u(x) � �, (4)

where � � N�0, �� is a noise term that captures
corruption in memory; larger values of � corre-
spond to greater corruption.1 Before sampling
any objects, the agent’s probabilistic beliefs
about the latent utility function are modeled
using a Gaussian process (GP; Rasmussen &
Williams, 2006): u � GP�m, k�, where m�x� �
��u�x�� is the mean function, which we assume
for simplicity to be zero for all x, and k is the
covariance (or kernel) function:

k(x, x�) � �[(u(x) � m(x))(u(x�) � m(x�))].

(5)

The kernel function determines the smooth-
ness of the utility function over the object space
�. Intuitively, k(x, x=) expresses the similarity
between x and x=, such that similar objects will
tend to have similar utilities.

We require a covariance function that re-
spects the inherent compositionality of objects:
Objects with similar trees should have similar
utilities. We therefore adopt a covariance func-
tion known as the subtree kernel (Moschitti,
2006; Vishwanathan & Smola, 2002), which
counts the number of common subtrees whose
leaf nodes are primitive attributes:

1 From a neural perspective, we do not require that the
physical substrate of the memory is corrupted; corruption
could also occur at the time of retrieval.

Figure 1. Example of tree-structured object representa-
tion. (A) Simplified representation of broccoli ice cream.
(B) Subtrees of broccoli ice cream.
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k(x, x�) � �
t�x

�
t��x�

C(t, t�), (6)

where t is a node (object or attribute) in the
object parse and C(t, t=) � 1 if the subtrees
rooted at t and t= are identical (0 otherwise).
Using this covariance function, objects are
treated as similar to the extent that they share
common subtrees (some examples of subtrees
are shown in Figure 1B). We will refer to the
GP model using the subtree kernel simply as the
“tree model.”

Probabilistic Inference and
Decision Making

Given a new object x� and memory traces of
N experiences, D � �xn, rn	n�1

N , the problem
facing the agent is to estimate u(x�). The pos-
terior distribution over u(x�) is given by

P(u(x�) | D) � N(u(x�); u��, ��
2), (7)

with mean and variance

u�� � k�
�(K � �I)�1r (8)

��
2 � k(x�, x�) � k�

�(K � �I)�1k�, (9)

where r � �r1, . . . , rn��, Kij � k�xi, xj� and
k� � �k�x*, x1�, . . . , k�x*, xN���. Note that we
have distinguished the kernel function k(x, x=)
from finite-dimensional matrices and vectors (K
and k�) constructed by evaluating the kernel
function at specific pairs of points. The poste-
rior mean u�� represents the agent’s “affective
forecast” (Kahneman & Snell, 1992; Wilson &
Gilbert, 2005) about the utility of x�.

To gain some intuition for these equations,
we can express the posterior mean as a linear
combination of experienced utilities (Rasmus-
sen & Williams, 2006):

u�� � �
n�1

N

	nrn, (10)

where 	 � k*
��K � �I��1. Thus, �n can be seen

as weighting an individual experience, using the
similarity between the new object x� and object
xn. In this sense, the utility prediction is similar
to an exemplar model, as pointed out by Lucas,

Griffiths, Williams, and Kalish (2015) in the
context of function learning.

The posterior distribution can be used to
compute the probability that x� has a higher
utility than another object, x0:

P(u(x�) 
 u(x0)) � ��0, u�� � u�0, ��
2 � �0

2�,

(11)

where � is the Gaussian cumulative distribution
function. This form of choice probability func-
tion is similar to several other models of mul-
tiattribute choice (see Carroll & De Soete,
1991). We will use this probability to model
participants’ choices in some of the experiments
reported below. Intuitively, the probability of
choosing x� increases as its mean utility be-
comes larger than the mean utility of x0, and the
slope of this increase is inversely proportional
to the posterior variance of the two distribu-
tions. The more the distributions overlap, the
less sensitive is the choice probability function
to differences in mean utility.

Relationship to Linear Models

It can be shown that the subtree kernel model
is equivalent to a linear parameterization of the
utility function (see Rasmussen & Williams,
2006):

u(x) � �
d

wdfd(x), (12)

where fd(x) counts the number of occurrences of
subtree d in object x, and wd is a scalar weight,
randomly drawn from a Gaussian with zero
mean and unit variance. The subtree kernel is
derived from an inner product between feature
vectors:

k(x, x�) � �
d

fd(x)fd(x�). (13)

This equivalence gives us insight into how
the subtree kernel model is related to classic
multiattribute utility models, which posit a lin-
ear utility function of the same form as Equation
12, but where fd(x) encodes an attribute of x
(Keeney & Raiffa, 1976). This model can be
derived from the subtree kernel when objects
are rooted at a single primitive. In other words,
linear multiattribute models are obtained as a
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special case of the subtree kernel model without
hierarchical structure; objects are simply collec-
tions of nondecomposable attributes.

In modeling our experimental data, we will
consider a broader range of linear models,
which differ only in their choice of features,
{fd(x)}.2 These models can be divided into
counter models, where fd(x) counts the number
of times a particular attribute occurs across all
primitive objects, and detector models, where
the counts are thresholded to {0, 1}. These
models are first-order, in the sense that features
only count (or detect) single attribute occur-
rences. We can also consider higher order mod-
els with features that count (or detect) attribute
co-occurrences (in practice we only consider
second-order models). For all the models we
consider, we apply the same probabilistic infer-
ence and decision making machinery described
above.

It is useful to think of the subtree kernel as a
particular kind of higher order counter model,
which can encode co-occurrences of arbitrarily
high order, but only when attributes co-occur in
the same subtree. In the example given above,
the subtree kernel would have a feature corre-
sponding to a third-order conjunction (banana
ice cream, which has three unique attributes at
the leaves of the tree). However, it would not
have a feature corresponding to the second-
order conjunction {fruit, dairy}, because these
never co-occur in the same subtree, except as
part of larger conjunctions. Thus, the subtree
kernel is built out of feature conjunctions just
like other linear models, but the conjunctions it
encodes are dictated by the underlying object
structure. We will show experimentally that this
is a central property of human reasoning about
utilities. From a computational perspective, the
connection between kernels and linear models
implies that the same algorithmic machinery
underlying standard multiattribute decision
making can support decision making with tree-
structured utility functions.

To gain some further intuition about how the
linear parameterization distinguishes different
utility representations, consider the following
example (a simplified version of Choice Prob-
lem 1 in Experiment 2) involving three objects:
a is sweet but not salty, b is sweet and salty, and
c is both sweet and salty. If ra � 1, then a
first-order counter model will assign a weight
(in the linear parameterization) of roughly 1 to

the sweat feature, and 0 to the salty feature, with
the reverse assignments for object b. In this
example, the counter and detector models are
identical because each attribute only occurs
once in each object. The subtree model has an
additional binary feature representing the occur-
rence of each object, and hence the object fea-
ture and the primitive features compete to pre-
dict utility, resulting in weights around 0.5.
Now consider a choice between c and the com-
posite a 	 b (i.e., consuming two separate food
objects together). These two options have the
same primitive features, which means that the
counter and detector models are indifferent be-
tween the two options (because these models
predict utility as a linear combination of prim-
itive features). Specifically, these models pre-
dict a utility of roughly 2 for both options. The
subtree model posits that the appearance of ob-
jects a and b in the composite a 	 b add their
object-specific weights, resulting in a predicted
utility of roughly 3 for a 	 b but only 2 for c
(because c is a novel object, its object-specific
weight is 0). Thus, the subtree model predicts a
preference for a 	 b over c. We provide support
for this prediction in Experiment 2.

Composition Laws

In what sense does the subtree kernel gener-
ate compositional properties of utility? Suppose
that object x is a composite of objects a and b
(which themselves may be composite). Then the
subtree kernel has the following property:

k(x, x�) � k(a, x�) � k(b, x�) � �
t��x�

C(x, t�).

(14)

If x= does not contain x as a subtree, then
the third term is equal to 0 and the kernel for
the composite is a superposition of kernels
for the constituents.

Kernel compositionality gives rise to utility
compositionality. This is easiest to understand
in the linear parameterization. Given memory
traces D, the prediction for x� is a linear func-
tion of the posterior mean weights, ŵ:

2 Note that a feature is more general than an attribute: The
latter refers to a single property of a primitive object (e.g.,
sweet, salty, etc.), whereas a feature can be a function of
multiple attributes across multiple objects.
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u�(x�) � �
d

ŵd fd(x�) (15)

ŵ � f�(K � �I)�1r. (16)

The rows of matrix F are feature vectors for
objects 1 to N. Because the prior mean for the
weights is 0, the posterior mean for wd is also 0
unless subtree d has been encountered before.
Using the example in the previous paragraph,
let ŵa denote the vector of weights for all sub-
trees in object a, and let fa denote the corre-
sponding vector of features evaluated on object
x. The utility of x can then be decomposed
according to

u�(x) � ŵafa
� � ŵbfb

� � ŵx fx(x)

� u�(a) � u�(b) � ŵx fx(x),

where ŵx is the weight associated with the sin-
gle subtree x. If x is novel (i.e., was never
encountered as a subtree of another object), then
the third term is equal to 0, and we see that the
utility of a novel object is the superposition of
its constituents’ utilities. Thus, utilities also
obey an additive composition law.

This analysis also gives insight into the con-
ditions under which “the whole is more than the
sum of its parts.” If object x was previously
encountered as a subtree of another object, then
its corresponding feature will have a nonzero
weight (assuming the experienced utility was
nonzero). This property enables the model to
capture nonlinear utility functions, such as
when two foods are enjoyed in isolation but not
in combination (e.g., salmon milkshake).

Experiments 1A to 1C

The goal of Experiments 1A–1C was to quan-
titatively compare the predictive accuracy of the
tree model with several alternative models in a
realistic domain. We chose the domain of food
combinations because this task is common in ev-
eryday life. Experiment 1A used combinations of
one, two, or three “simple” ingredients (see Table
1)—that is, ingredients that are directly decom-
posable into primitive attributes (of course, this is
only a gross approximation of reality for the in-
gredients we consider). Each participant rated the
desirability of combinations on a 0-to-9 scale. For
each ingredient, we also collected judgments
(from a separate group of participants) of 17 prim-
itive attributes. These attributes were used as the
input into several different utility models, includ-
ing the tree model. We quantitatively compared
the predictive accuracy of these models and provide
some intuition for differences in performance. Ex-
periment 1B extends these results to more complex
foods consisting of combinations of combinations
(e.g., a hamburger is—to a first approximation—a
combination of bun and burger, each of which is
decomposable into primitive attributes). Experiment
1C extended the results of Experiments 1B and 1C to
a choice task.

Materials and Methods

Participants. Participants were recruited
through the Amazon Mechanical Turk service.
Experiments 1A and 1B consisted of an attri-
bute survey and a desirability rating task, run in
separate groups of participants; thus, there were
four groups total across Experiments 1A and

Table 1
Examples of Low- and High-Rated Combinations of Three Ingredients in
Experiment 1A

Low-rated High-rated

mayonnaise 	 banana 	 eggs garlic 	 tomato 	 salsa
mayonnaise 	 chili 	 raisins mashed potato 	 cheddar cheese 	 mushrooms
mayonnaise 	 banana 	 cayenne turkey 	 cayenne 	 black pepper
mayonnaise 	 chili 	 banana black pepper 	 mashed potato 	 biscuits
mayonnaise 	 garlic 	 chocolate mashed potato 	 cheddar cheese 	 tomato
sugar 	 green pepper 	 ice cream black pepper 	 mashed potato 	 garlic
mayonnaise 	 chili 	 ice cream turkey 	 black pepper 	 onion
mayonnaise 	 chili 	 maple syrup black pepper 	 mashed potato 	 cheddar cheese
red wine 	 milk 	 orange zest black pepper 	 mashed potato 	 onion
sugar 	 parsley 	 mushrooms black pepper 	 mashed potato 	 salt
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1B. In the attribute survey, participants (n � 43
for Experiment 1A and n � 20 for Experiment
1B) were paid $2.00 for completing the survey.
In the desirability rating task, participants (n �
43 for Experiment 1A, n � 20 for Experiment
1B) were paid $3.00 for completing the survey.
Nine participants in Experiment 1A were ex-
cluded because they displayed insufficient vari-
ance in their ratings for the model to be ade-
quately estimated (greater than 60% of the items
were given the same rating). Thirty-six partici-
pants in Experiment 1C did both a desirability
rating task and a binary choice task. We deter-
mined sample sizes based on typical decision
making studies with 20 to 40 participants.

Materials. We manually created a list of 44
ingredients, which included foods from a vari-
ety of genres. A set of 17 primitive attributes
was used to model the data from Experiments
1A and 1B: savory, spicy, sweet, sour, bitter,
fatty, healthy, crispy, squishy, creamy, tender,
seafood, meat, dairy, fruit, vegetable, and
starch. Note that participants in the desirability
rating task were not shown these primitive at-
tributes; they only entered our analyses through
the construction of the covariance matrix K.

Procedure. All measures and conditions
are described below. No measures or conditions
were omitted.

Attribute survey. The survey was presented
as a list of ingredients, each followed by the set
of possible features, with a drop box next to
each feature in which the participant could input
a rating on a 1-to-10 scale. Each participant
rated all 44 ingredients along the 17 attributes.
The order of the ingredients and the order of the
attributes were randomized across participants.
We converted these ratings to binary (0, 1) by
thresholding them at 5.

Desirability rating task. Participants in the
desirability rating task were shown a combination
of ingredients and asked to rate its desirability on
a scale from 1 to 10. In Experiment 1A, each
participant was shown the same set of 477 com-
binations. This included all 44 single ingredients,
and a randomly selected subset of pairs and trip-
lets. In Experiment 1B, all participants were
shown the same set of 287 combinations, includ-
ing “complex” foods, which were decomposable
into other ingredients, such as hamburger and
grilled cheese. In Experiment 1C, all participants
were shown the same set of 400 combinations.

Binary choice task. Participants in the bi-
nary choice task were given a choice between
two ingredient combinations. All participants
made choices between the same set of 100 pairs.

Model-fitting and evaluation. We com-
pared the tree model with four different linear
models that varied in a 2 � 2 space: first-order
detector models (detector-1), second-order detec-
tor models (detector-2), first-order counter models
(counter-1) and second-order counter models
(counter-2). These models (including the tree
model) differ only in their feature representation.
All the models form predictions in the same way,
using the GP equations described above. We take
the posterior mean (Equation 8) as our prediction
of participants’ desirability ratings, corrupted by
Gaussian noise.3 All the models have only a single
free parameter, �, which we fit using a coarse
grid-search to maximize the log likelihood of par-
ticipants’ desirability ratings.

Fitting followed a leave-one-out cross-valida-
tion procedure, in which � was fit to all the ratings
except one, and the fitted model was used to make
a prediction for the held-out rating; this procedure
was repeated for all ratings and applied to each
participant’s data separately. Cross-validation pro-
vides us with an unbiased estimate of a model’s
generalization ability. In addition, we evaluated
the models using group-wise Bayesian model
comparison, as described in Stephan, Penny,
Daunizeau, Moran, and Friston (2009), which
quantifies model fit using the exceedance proba-
bility—the probability that a particular model is
better than all the other models considered. This
method assumes that each participant’s data are
generated by a single model (taken from the finite set
considered here) and that the probability of selecting
a particular model is a random variable. The selec-
tion probability is estimated using Bayesian infer-
ence, and the exceedance probability is computed
from the resulting posterior over models.4

Results and Discussion

To get a visual sense of how the data and
model predictions look, we applied the t-SNE
algorithm (Van der Maaten & Hinton, 2008) to
obtain a two-dimensional embedding of the

3 Because desirability ratings are bounded, a Gaussian
noise model is somewhat ill-suited, and could potentially be
improved by using a cumulative probit model.

4 For a standalone MATLAB implementation of this proce-
dure, see https://github.com/sjgershm/mfit/blob/master/bms.m.
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food combinations, using the tree kernel as a
similarity metric. Figure 2 shows the embed-
ding, with point size scaled by the average
rating for each combination. A subset of com-
binations (all including “broccoli”) is shown for
illustration. As expected, combos with the same
ingredients tended to cluster together, but there
is spread both in the distribution of ratings and
their location in the embedding space.

The estimated value of � for Experiment 1A
was 7.18; this estimate was fairly stable across
training folds, and across the subsequent exper-
iments, with values typically ranging between
6.5 and 7.5. Figure 3 shows the model compar-
ison results for Experiment 1A. We found that
the tree model had significantly lower root mean
squared error on held-out data compared with
its closest competitor, the detector-2 model,
t(33) � 2.07, p 
 .05 (Figure 3A). The average
correlation coefficient between the tree model
predictions and empirical ratings was 0.24, sig-
nificantly greater than 0, t(33) � 7.17, p 


.0001. The correlation coefficients for the other
models were 0.16 (detector-1), 0.21 (detector-
2), 0.14 (counter-1), and 0.19 (counter-2). The
tree model was also found to have the highest
exceedance probability (Figure 3B), indicating
that the tree model has the strongest statistical
evidence across the group of participants. These
results provide quantitative support for the as-
sertion that human utility functions (at least for
food judgments) rely upon a tree-structured rep-
resentation.

What is the origin of this superior predictive
performance? A hallmark of the tree model is
that it explicitly encodes objects and uses them
to structure its generalizations. This means it
can learn that two objects with very similar
attributes can have very different utilities, as
long as the attributes belong to different objects.
Put another way, object-encoding features can
absorb residual variance in the utilities that are
not captured by the attributes (or conjunctions
of attributes). This idea is illustrated in Figure 4,

Figure 2. Embedding of tree model similarities. The size of each point is proportional to its
average rating. Shown here are only triplet combinations, with all combinations involving
“broccoli” highlighted in blue for illustration. See the online article for the color version of
this figure.

75STRUCTURED UTILITY

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.



in which the tree model predicts that a partici-
pant will moderately like the combination “red
wine 	 chili powder 	 soy sauce,” whereas the
counter-2 model fails. Figure 4 (bottom) shows
the six nearest neighbors of the target combina-
tion, as measured by the kernel function k.
These combinations are sorted by decreasing
utility (r). The tree kernel picks out combina-
tions as highly similar that share objects with
the target combination; in this case, these com-
binations happen to have relatively high utility.
The counter-2 kernel, in contrast, lacks this
“object bonus,” preferring instead combinations
that share similar feature conjunctions (which,
in this case, happen to have slightly lower utility
compared with the combinations picked out by
the tree kernel).

In Experiment 1B, we sought to extend these
results with more complex foods, consisting of
higher level combinations, such as hamburger
(bun 	 burger) and hamburger 	 chocolate
milk (see Table 2 for examples of combinations

of complex foods used in the experiment).
Apart from these new combinations, the proce-
dure was identical to Experiment 1A. Figure 5
shows the model comparison results for Exper-
iment 1B, demonstrating once again that the
tree model captures participants’ desirability
ratings better than the alternatives we consid-
ered. The only different result in this case was
that the detector-1 model appears to outperform
the detector-2 model, possibly because the de-
tector-2 model is more complex and thus prone
to overfitting.

In Experiment 1C, we examined whether
judgments on the rating task could be used to
quantitatively predict choices for individual
participants. To this end, we had each partici-
pant rate 400 items and then make binary
choices between an additional 100 pairs of
items. We fit the choice models to the rating
data and then used Equation 11 to compute the
choice probabilities for each pair. Figure 6
shows the choice prediction accuracy for each

Figure 3. Model comparison: Experiment 1A. (A) Root mean squared error (RMSE) for
each model’s predictions, computed on held-out data using a leave-one-out cross-validation
procedure. Lower values indicated better predictions. Error bars represent within-subject
standard errors. (B) Exceedance probability for each model—the probability that the likeli-
hood of a particular model is greater than all the other models (Stephan et al., 2009). Higher
values indicate stronger model evidence.
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model. The tree model and the counter-2 model
are roughly equivalent in their predictive accu-
racy, but significantly better than the accuracies
of the other models (p 
 .05 for all pairwise
comparisons). Note that the absolute prediction
accuracy is overall fairly low, but this is likely
to reflect the limitation of our attribute space,
which was constructed heuristically.

In summary, Experiments 1A to 1C provided
quantitative support for the tree model using a
realistic judgment task and complex food com-
binations. One weakness of these experiments is
the use of uncontrolled stimuli; we do not really
know what sort of attributes people use to rep-
resent ingredients, and this is a limiting factor in

the predictive accuracy of our models. Thus, it
is unclear whether the superior performance of
the tree model relies on our idiosyncratic choice
of attributes. Experiment 2 sought to comple-
ment Experiments 1A to 1C by using a strongly
controlled, but necessarily more artificial, task.
A further aim of Experiment 2 was to explore
the learning processes underlying choice in
combinatorial domains. In real life, people must
learn about utilities from very sparse data, often
just one or a few experiences. Experiment 2 was
designed to test how different utility models
compare with the ability of people to learn from
sparse—but structured—data.

Experiment 2

In Experiment 2, we again asked participants
to make judgments about foods, but in this case,
the foods were unfamiliar. Thus, participants
could not appeal to domain knowledge and were
forced to utilize the abstract food information
provided to them. This allowed us to make a

Figure 4. Example of food combination ratings in Experiment 1A (top). Predictions and data for
a single food combination (bottom). Nearest-neighbor combinations (as measured by the kernel
function k), sorted by decreasing utility (r). Italics indicate ingredients that are shared with the
target combination. See the online article for the color version of this figure.

Table 2
Examples of Low- and High-Rated Combinations of
Complex Ingredients in Experiment 1B

Low-rated High-rated

garlic bread 	 mocha pizza 	 grilled cheese
vinaigrette 	 banana sundae chocolate milk 	 latte
tuna salad 	 banana sundae ketchup 	 egg salad
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more strongly controlled comparison between
the models. In particular, we presented partici-
pants with choice problems that were specifi-
cally designed to discriminate between the tree
model and the alternative models. This experi-
ment also provided an opportunity to gain in-
sight into how participants learn about utilities
from sparse, structured data.

Materials and Methods

Participants. Three groups of participants
were recruited through Amazon Mechanical
Turk for this experiment: 16 participants for the
two calibration problems, 46 participants for
Choice Problems 1 to 4, and 38 participants for
Choice Problems 5 to 7.

Figure 5. Model comparison: Experiment 1B. (A) Root mean-squared error (RMSE) for
each model’s predictions, computed on held-out data using a leave-one-out cross-validation
procedure. (B) Exceedance probability for each model.

Figure 6. Model comparison: Experiment 1C. Choice prediction accuracy for each model
trained on data from the rating task.
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Procedure. Each choice problem had the
same format. Participants were told to imag-
ine that they were visiting a foreign country,
and for lunch each day they went to a differ-
ent deli. All the ingredients and sandwich
names were unfamiliar and labeled by
made-up names; here, we label the sand-
wiches A, B, C, D, and the ingredients W, X,
Y, and Z. Participants were shown the ingre-
dients of each sandwich on the menu and then
told that they sampled a few of these sand-
wiches or combos (half of one sandwich, half
of another). For each sampled sandwich, a
utility rating was indicated by check marks
(positive) or “X” marks (negative), with the
strength of positivity or negativity indicated
by the number of marks. Finally, participants
were given a choice between two novel sand-
wiches or combos. Participants rated their

preference on a 5-point scale, which was then
linearly rescaled to be a probability. Two of
the choice problems were “calibration prob-
lems,” used only to fit the parameters of the
models (see Figure 7). The other seven choice
problems (Figures 8 and 9) were selected so
that the tree model would always (regardless
of the parameter settings) make a qualita-
tively different prediction from the alternative
models.

Model-fitting. Model predictions for
choice probabilities were computed using Equa-
tion 11. In computing model predictions, we
had to make somewhat arbitrary assumptions
about the mapping from check marks and X
marks to utilities; we assumed that each check
mark corresponds to a utility of 10, and that
each X mark corresponds to a utility of �10.
Model predictions are fairly robust to other

Figure 7. Results for calibration problems in Experiment 2. Each row corresponds to a
separate choice problem. The left column shows the primitive attributes (W, X, Y, and Z) for
a set of sandwiches (A, B, and C). The middle column shows the sampled sandwiches and
their utilities (check mark [✓] indicates positive utility; [�] indicates negative utility). The
right column shows the model and empirical choice probabilities; the y-axis label indicates the
two options (e.g., C � A 	 B means that larger y values denote a preference for option C over
option A 	 B). The horizontal dashed line represents indifference between the two options.
Error bars represent standard errors. See the online article for the color version of this figure.
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Figure 8. Results of Choice Problems 1 to 4 in Experiment 2. Each row corresponds to a
separate choice problem. The left column shows the primitive attributes (W, X, Y and Z) for
a set of sandwiches (A, B and C). The middle column shows the sampled sandwiches and their
utilities (check mark indicates positive utility, � indicates negative utility). Multiple check
marks [✓] or [�] marks indicate stronger (positive or negative, respectively) utilities. The
right column shows the model and empirical choice probabilities; the Y-axis label indicates
the two options (e.g., C � A 	 B means that larger y values denote a preference for option
C over option A � B). The horizontal dashed line represents indifference between the two
options. Error bars represent standard errors. See the online article for the color version of this
figure.
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mappings, provided they are symmetric. Fur-
thermore, the free parameter � effectively in-
duces a scale on the utilities, and thus by fitting
� to choice data from the calibration problems,
we are removing some of the arbitrariness of the
utility mapping.

Results and Discussion

The results of all the choice problems are
shown in Figures 7 to 9. The calibration problems

(see Figure 7) were used only to fit the � parameter
for each model; these problems are not, by them-
selves, of any theoretical interest, as they do not
discriminate between the different models. Prob-
lems 1 to 7, shown in Figures 8 and 9, were
chosen specifically to discriminate between the
models (here we only consider the counter mod-
els, as the detector models performed poorly on
the previous experimental data). For some of these
problems (1, 2, and 6), both counter models are

Figure 9. Results of Choice Problems 5 to 7 in Experiment 2. Each row corresponds to a
separate choice problem. The left column shows the primitive attributes (W, X, Y and Z) for
a set of sandwiches (A, B and C). The middle column shows the sampled sandwiches and their
utilities (check mark indicates positive utility, � indicates negative utility). Multiple check
marks [✓] or [�] marks indicate stronger (positive or negative, respectively) utilities. The
right column shows the model and empirical choice probabilities; the y-axis label indicates the
two options (e.g., C � A 	 B means that larger y values denote a preference for option C over
option A � B). The horizontal dashed line represents indifference between the two options.
Error bars represent standard errors. See the online article for the color version of this figure.
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perfectly indifferent between the two options; for
the other problems, the counter models showed a
preference opposite to the preference shown by
the tree model.

We found that for all problems, participants
showed a significant deviation from indiffer-
ence (see Table 3). This deviation was always
consistent with the predictions of the tree model
and in the opposite direction of the counter
models’ predictions (for those problems in
which the counter models deviated from indif-
ference, specifically Problems 3, 4, 5, and 7).
Overall, the tree model produces predictions
that are in quantitative agreement with the em-
pirical choice probabilities (r � .97, p 
 .0001;
see Figure 10). Excluding the two calibration
problems, the correlation is still r � .97. In
contrast, the counter models was nonsignificant
(r � �0.15, p � .71 for counter-1; r � �0.23,
p � .55 for counter-2). Thus, our results appear
to invalidate the class of counter models.

To gain deeper insight into the nature of the
preferences in our task, we now examine each
choice problem in detail. In what follows, we
will sometimes use A, B, and C to refer to
objects, and sometimes to refer to object fea-
tures; when this usage might be ambiguous, we
explicitly state whether the symbol refers to an
object or an object feature.

Choice Problem 1. Sandwich C has the
same primitive attributes as the combination of
Sandwiches A and B. Thus, the counter models
will always be indifferent between C and A 	
B, regardless of the utilities of A and B. In
contrast, the tree model adds an “object bonus,”
which favors A 	 B over C; specifically, fea-
tures corresponding to Objects A and B earn
credit in addition to the credit earned by their

features, whereas C (being a novel object) lacks
this extra credit.

Choice Problem 2. A similar line of rea-
soning applies to this choice problem. Because
C 	 D and A 	 B have the same features, the
counter models are indifferent between the two
options. In contrast, the tree model adds an
“object penalty” to A 	 B (because B was
associated with a large negative utility) which
favors C 	 D.

Choice Problem 3. In this case, the coun-
ter-1 model is indifferent between Options A 	
C and A 	 B, because the positive credit as-
signed to features W and X (due to Objects A
and B, respectively) is canceled out by the neg-
ative credit assigned to the same features by
Object C (see Figure 11). The counter-2 model
is not indifferent, because u�A � C� �
2�wW � wX � wW�X 
 0; however, the coun-
ter-2 model’s slight preference for A 	 C is
inconsistent with participants’ (and the tree mo-
del’s) preference for A 	 B. The tree model
prefers A 	 B because Objects A and B were
previously rewarded, and therefore receive an
object bonus, whereas Object C receives an
object penalty.

Choice Problem 4. In this case, both coun-
ter models strongly prefer A 	 C over B,
whereas participants and the tree model prefer
B. For both counter models, the W feature re-
ceives positive credit, but for the tree model, the
W feature receives a small penalty (see Figure
12). This is because the object features are
better predictors of utility and therefore “ex-
plain away” the attribute features. Conse-

Table 3
Results of t Tests Comparing Average Choice
Probability (Shown in Figures 8 and 9) to
Indifference (.5) for Each Choice Problem

Choice problem t statistic p value

1 t(45) � 4.20 p 
 .01
2 t(45) � 2.85 p 
 .01
3 t(45) � 9.89 p 
 .001
4 t(45) � 7.02 p 
 .001
5 t(37) � 10.74 p 
 .001
6 t(37) � 4.09 p 
 .01
7 t(37) � 8.44 p 
 .001

Figure 10. Relation between tree model predictions and
empirical data for all nine problems in Experiment 2.
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quently, the preference for B is determined by
the large positive weight accruing to Object
Feature B, whereas the negative weight accru-
ing to C cancels out the positive weight accru-
ing to A when A and C are combined.

Choice Problem 5. A similar line of rea-
soning applies to this choice problem. For the
tree model, the object features explain away the
attribute features, such that Object Features A
and B accrue large positive weights, and C
accrues a large negative weight. This results in a
preference for A 	 B over A 	 C, consistent
with the empirical data. In contrast, the counter
models both learn a positive weight for X (due
to the large positive utility assigned to A, which
is not canceled out by the smaller negative
utility assigned to C), and this results in a pref-
erence for A 	 C over A 	 B.

Choice Problem 6. Here again, the counter
models are indifferent between the two options
because the weights on the attribute features are
perfectly balanced between Options A 	 C and
A 	 B. The tree model, however, receives an

object bonus for Objects A and B, tilting the
preference toward A 	 B.

Choice Problem 7. The counter models are
nearly indifferent between Options A 	 B and
A 	 C, because no attribute feature or conjunc-
tion of attribute features perfectly discriminates
between the two combinations. The tree model
shows a stronger preference for A 	 B because
of an object bonus for the Objects A and B.

General Discussion

In this article, we developed a theory of com-
positional utility (the tree model) and tested the
theory’s predictions in a series of experiments.
Experiments 1A and 1B showed that our theory
could quantitatively predict judgments in a nat-
uralistic food rating task, excelling several al-
ternative models inspired by classical utility
models. Experiment 2, using strongly controlled
stimuli (unfamiliar foods), provided more deci-
sive evidence in favor the tree model: For all
choice problems, human preferences aligned

Figure 11. Inferred feature weights for Choice Problem 3.
Each point on the x-axis corresponds to a feature, and the
height of the stem indicates the posterior mean feature
weight. Primitive attribute features are denoted by W and X;
conjunctive features are denoted by an asterisk (�; e.g., W�X
is the conjunction of W and X); object features are denoted
by A, B, and C. Weights for three models are shown: the
tree model (top), the first-order counter model (middle), and
the second-order counter model (bottom).

Figure 12. Inferred feature weights for Choice Problem 4.
Each point on the x-axis corresponds to a feature, and the
height of the stem indicates the posterior mean feature
weight. Primitive attribute features are denoted by W and X;
conjunctive features are denoted by ‘�’; object features are
denoted by A, B, and C. Weights for three models are
shown: the tree model (top), the first-order counter model
(middle), and the second-order counter model (bottom).
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with the tree model and not the alternatives. In
some cases, the discordance was dramatic, with
the alternative models strongly predicting pref-
erences in the opposite direction from partici-
pants’ preferences.

The crucial contributing factor to the success
of the tree model was an abstract representation
of objects that goes beyond simple attributes or
conjunctions of attributes. Consistent with this
characteristic of the tree model, people appear
to assign credit to objects in addition to low-
level attributes. The composition laws of the
tree model formalize the notion of an “object
bonus” that privileges previously experienced
objects (as opposed to attributes per se) in the
utility calculus. In appealing to a privileged
representation of objects, our theory joins a
large swathe of research that asserts the pivotal
role played by objects in many areas of cogni-
tion (Feldman, 2003; Kanwisher & Driver,
1992; Scholl, 2001; Spelke, 1990; Téglás et al.,
2011).

Importantly, our notion of an object is com-
positional: Complex objects can be formed
from simpler objects through set operations.
This endows our model with productivity (an
infinite number of objects can be represented in
this way) and systematicity (the ability to rep-
resent an equivalence class of structurally sim-
ilar objects). When combined with a probability
distribution over utilities, this compositional
object representation is able to capture the
nuances of how object structure influences
preferences (see also Barron, Dolan, & Beh-
rens, 2013, for another interesting approach).
We view our model as bridge between theo-
ries of utility developed in behavioral eco-
nomics and recent work on the probabilistic
language of thought (Goodman et al., 2008,
2011; Kemp et al., 2008; Piantadosi et al.,
2012), which attempts to synthesize logical
and probabilistic rules of cognition within a
single unifying framework.

It might be objected that this complex ma-
chinery is unnecessary for understanding what
superficially appears to be a familiar problem—
learning nonlinear functions. For example, the
case of broccoli ice cream could be construed as
an “exclusive-or” problem, in which the utility
function assigns positive utility to the individual
components but negative utility to their combi-
nation (Minsky & Papert, 1969). This problem
has been studied extensively in the psychology

of associative learning, in which it is known as
“negative patterning” (Whitlow & Wagner,
1972), and mathematical models have been de-
veloped to account for this learning (e.g.,
Pearce, 1994; Schmajuk & DiCarlo, 1992).
More generally, the problem of associative
learning with stimulus compounds has received
extensive attention, and so one might reason-
ably wonder whether existing models can be
brought to bear here. Our view is that such
approaches cannot adequately address the
challenges of utility representation in combi-
natorial domains because they typically rely
on a fixed input representation (e.g., a neural
network whose input units encode a finite
number of stimuli). However, humans can
evaluate arbitrarily complex combinations of
stimuli. At the same time, our experimental
results show that this flexibility is balanced by
the constraints of the utility tree, which reflect
assumptions about the nature of object repre-
sentations. We believe this combination of
flexibility and object-based constraints is a
hallmark of human decision making.

One limitation of our modeling in this article
is that our representations of food combinations
lack the right kinds of abstractions. Broccoli ice
cream is represented as a composite of broccoli
and ice cream, but humans are also likely to
represent this as a kind of “vegetable dessert.”
The key problem is that the tree structure is
defined entirely in terms of sets, whereas a more
cognitively plausible representation would also
include high-level annotations. We can remedy
this problem by adding internal nodes to the
tree that represent these annotations. Choosing
the appropriate annotations is tricky, and we
have therefore decided to leave this task to
future work. Another approach to this problem
would be to add conjunctive features to the
terminals of the tree structure, as a way of
capturing some of the high-level annotations
that ground out in particular conjunctions (e.g.,
“vegetable dessert” might be approximated by
the conjunction of the attributes “vegetable”
and “sweet”). We implemented a version of this
second-order tree model and found that it did
not improve predictive accuracy over the first-
order tree model. In the future, we plan to
design experiments that specifically target the
issue of abstraction, which will allow us to
ascertain whether such representations are im-
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portant for capturing human judgments (as we
intuitively feel they should be).

Another limitation of our modeling is that we
have attempted to directly measure a cardinal
utility representation, despite the conviction of
most decision theorists that preferences can
only be measured ordinally (Pareto, 1906). Al-
though we empirically demonstrated the predic-
tive power of our models in capturing people’s
quantitative utility judgments, it would also be
useful to test them using ordinal measures and
other measurement notions as developed in re-
vealed preference theory.

To conclude, we highlight two interesting
directions for future research. First, we have
assumed a “batch” setup, in which all the expe-
rienced utilities are fed into the model and the
Bayesian inference engine spits out utility pre-
dictions. Alternatively, we could consider the
“online” setup of reinforcement learning (Sut-
ton & Barto, 1998), in which the utility predic-
tions must be learned incrementally. This could
be studied experimentally in the multiarmed
bandit setting, in which an agent is presented
with a number of options (arms) that stochasti-
cally generate reward when selected. Our tree
model could be applied in the case in which the
arms are represented hierarchically. A second
interesting direction for future research pertains
to the setting in which the tree structure of
objects is unknown. In this case, the agent is
faced with the problem of inferring both the tree
structure and the utility function. One approach
to this problem would be to use structure learn-
ing algorithms (Gershman, Norman, & Niv,
2015; Kemp & Tenenbaum, 2008) to discover
the underlying tree. It is an open question how
this structure learning process might interact
with reasoning about utility functions.
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