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Abstract

Memory is limited in capacity, which means that we must
choose what information to prioritize for storage. Part of
knowing what to prioritize is predicting future needs. For ex-
ample, if you view a 3D object, later on you may wish to recall
exactly how it was oriented. Alternatively, you might need to
remember its shape, independent of viewpoint. Given this kind
of uncertainty, a good strategy would be to store multiple kinds
of information about the objects we observe, and then decode
in a task-dependent manner. We tested whether people apply
these strategies in the specific domain of short-term memory
for novel faces. To test whether people store various kinds of
information about a face, and then decode in a task-dependent
manner, we modeled their responses in a memory task using
features (extracted from deep neural networks) that varied in
how much 3D information they carried. We found strong ev-
idence for a mixed-storage strategy, which did not vary in re-
sponse to task demands. Our results suggest that in order to
fully understand resource allocation and retrieval strategies in
human memory, it may be critical to consider not just the dis-
tribution over tasks in people’s natural environments, but also
task uncertainty at the time of encoding.

Keywords: Visual working memory; rate-distortion theory;
deep neural networks; face perception

Introduction
Normative frameworks in cognitive science seek to under-
stand aspects of behavior by comparison to the ideal strategy
in the task of interest. For systems with limited informational
capacity, such as memory, the optimal strategy is given by
a branch of information theory called rate-distortion theory
(Berger, 1971; Sims, 2016), which defines a constrained op-
timization problem that balances capacity constraints against
performance objectives. Given the limited capacity of human
memory, the brain must select what information to store.

The rate-distortion framework conceptualizes memory en-
coding and retrieval processes using a communication chan-
nel. A channel consists of an encoder and a decoder, where
the encoder is a function that maps from the source (or stim-
ulus) to an abstract “code” vector, z, and the decoder is a
function that reverses that process. If there were no capacity
constraint, there would be no advantage to this remapping.
However, when the channel has limited capacity, the encoder
can be carefully designed so that z carries only the most cru-
cial information, and thus requires fewer bits to transmit. In
this work, we will consider z to be the memory trace corre-
sponding to a stimulus. We will also refer to the process of
retrieving information from z as “decoding” from memory.

While studies have applied the rate-distortion framework
to predict how people adapt their visual encoding strategies
in response to changing demands in their environment (Sims,
Jacobs, & Knill, 2012; Bates, Lerch, Sims, & Jacobs, 2019;
Bates & Jacobs, 2020, 2021), they have not yet addressed one
critical component of the problem facing people outside the
lab: There are many tasks we might need to perform in the
future, and most tasks only require a subset of stimulus fea-
tures. If we knew which tasks were going to be performed,
we could save the critical subset of features with high fidelity
and forget the rest. For example, if you view a 3D object, later
on you may wish to recall exactly how it was oriented. Al-
ternatively, you might need to remember aspects of its shape,
independent of viewpoint. If there is uncertainty about future
needs, then a smart strategy would be to store a set of fea-
tures that could subserve either task, as needed (note that this
strategy also requires context-dependent retrieval).

Critically, this strategy may need to be learned over ex-
tended periods of time. In lab settings, there has been intense
interest in understanding people’s ability to flexibly reallocate
on the fly between different objects or feature dimensions in
response to task demands or cues (Ye, Hu, Ristaniemi, Gen-
dron, & Liu, 2016; Maxcey-Richard & Hollingworth, 2013).
Outside of the lab, however, contextual cues are not usually as
explicit, which means it makes sense to learn a default strat-
egy over time that minimizes errors in expectation.

Do people implement such a strategy? To our knowl-
edge, this question has not been studied before, but a related
problem has been studied within Anderson’s rational analy-
sis of memory, which uses “need probabilities” to predict the
availability of information in memory (Anderson & Milson,
1989). Anderson considers the problem of efficient informa-
tion retrieval, where the goal is to minimize the amount of
search required to retrieve a piece of information. For ex-
ample, the probability of needing to retrieve an item tends to
decrease with the amount of time it has been stored. Thus,
search costs will generally decrease if more recent items are
prioritized over older items. By contrast, our work is not con-
cerned with search costs but rather with storage costs.

In this work, we conduct an investigation into encoding
and decoding strategies in the face of future task uncertainty.
First, we test the hypothesis that people i) store multiple, dis-
tinct feature sets that are useful in distinct tasks that they are
likely to encounter, and ii) decode these features from mem-



ory in a context- or task-dependent manner. Second, we test
the inflexibility of people’s encoding policies. To do this, we
employ a simple manipulation within the standard change-
detection paradigm, aimed at distinguishing between 2D ver-
sus 3D features. Our reasoning was that these two categories
are likely to be useful in various natural tasks, and therefore
are likely candidates to be stored together. In one type of
trial, participants are tasked with detecting a change to the
study object when there is a change in viewpoint between
study and test. In the other trial type, the viewpoint does not
change. The key intuition is that if people store both 2D and
3D features, they should be able to combine those two sources
of information in our change-detection task when viewpoint
does not change very much between study and test. However,
3D features are likely easier to use than 2D features when
viewpoint changes a lot (e.g. a linear readout may be suffi-
cient for 3D but not 2D features). Therefore, the goal of our
modeling will be to measure to what extent participants are
relying on 2D versus 3D features in each type of trial.

Our experimental design makes the critical (and arguably
reasonable) assumption that some mixture of 2D and 3D fea-
tures is optimal to store in the context of people’s natural en-
vironments. In reality, we cannot know precisely what is op-
timal without careful additional study. Thus, if we do not find
evidence that people store a mixture of features, it could be
that this assumption is wrong.

For our stimuli, we use computer generated faces. Since
our stimuli are complex and naturalistic, it is difficult to take
the common approach of hand-crafting features. Instead, we
take layers from deep neural networks trained to interpret
faces as the set of candidate features. Based on previous
work (Yildirim, Belledonne, Freiwald, & Tenenbaum, 2020;
Schrimpf et al., 2020), we presupposed that layers would run
the gamut between more 2D and more 3D in nature. We also
compare these features to a separate set, derived from subjec-
tive ratings of high-level facial attributes.

Experimental methods
We conducted two memory experiments, plus a third ex-
periment in which we collected additional subjective ratings
about the stimuli used in the memory experiments. The
first and second experiment differed only in whether two tri-
als types (viewpoint-change and no-viewpoint-change) were
mixed within participant. In the first experiment, each partic-
ipant saw only one trial type, while in the second experiment,
they saw both. We conducted the second experiment in or-
der to test the flexibility of encoding strategies in response to
task demands. Specifically, while our hypothesis is that peo-
ple have a relatively fixed allocation strategy on each trial,
learned over many hours of experience outside the lab, an-
other possibility is that people decide on each trial how to
allocate resources across feature sets. If each participant only
sees one kind of trial, they may quickly learn a fixed strategy
that is tailored to that trial type. In order to distinguish be-
tween these strategies, we train participants on one trial type

and test how they generalize to the other. If encoding strate-
gies are relatively fixed across conditions, then the generaliza-
tion trials should be statistically similar to their counterparts
in Exp. 1. By contrast, if encoding strategies are tailored to
whichever trial type is most prevalent, then the generalization
trials should statistically resemble trials of the other type in
Exp. 1. Finally, our third experiment reexamined the data
from Exp. 1 using new models that included subjective rat-
ings from a separate pool of participants.
Stimuli and Procedure. Stimuli in the memory experiments
were cropped face images (512 × 512 pixels) generated using
the Basel Face Model (BFM) (Gerig et al., 2018), placed on a
white background. The BFM we used (2019 version) consists
of 199 shape and 199 color dimensions. These dimensions are
the result of applying principal component analysis to highly
detailed, physical scans of 200 real faces. Faces (“identities”)
are sampled from the model by sampling values for these di-
mensions. The model also includes dimensions for facial ex-
pression, but we fixed all of these values to zero, resulting in
neutral expressions.

To produce a target-probe pair, we first sampled a random
target identity using the BFM. Then we sampled a nearby
identity such that they were separated by a cosine distance
equal to δ. Each identity that is sampled can be rendered
from any viewpoint. In no-viewpoint-change trials, the view-
point was always frontal (yaw, pitch, and roll all set to zero).
In viewpoint-change trials, the target stimulus was frontal,
but the probe stimulus differed in that it was always rotated
+15 degrees in yaw (whether or not the identity changed).
For viewpoint-change trials, we used δ = 0.75, while for no-
viewpoint-change trials, we used δ= 0.35. These values were
chosen based on pilot data in order to target an 80% average
correct response rate.

Participants in the memory experiments performed a
change-detection task (Figure 1). On each trial, the target
stimulus was presented for 2 s, the retention interval was 1.5
s, and the probe stimulus stayed on screen until response.
The inter-stimulus screen did not include masking (i.e., it was
blank). Each participant in Exp. 1 and 2 completed 200 trials.
Probe stimuli were randomly sampled per participant such
that half of the trials were “change” trials (the probe iden-
tity was different than the target identity) and the other half
were “same” trials (the identities were the same). They com-
pleted 4 practice trials prior to the testing phase, and received
feedback (correct or incorrect) on every trial (both practice
and test). Data was collected using Cloud Research, which
is a service built on top of Amazon’s Mechanical Turk, and
includes filters to improve data quality.

In Exp. 1, each participant was randomly assigned to
either see only viewpoint-change trials (N=15) or only no-
viewpoint-change trials (N=15). All participants saw the
same 200 target stimuli, but in a different random order.
Exp. 2 was identical in methodology, except that each par-
ticipant (N=36) saw 80% viewpoint-change trials and 20%
no-viewpoint-change trials. (Note that Exp. 2 had more par-



Figure 1: Change-detection procedure. On each trial, the probe
either did or did not change in viewpoint relative to the target, and
the target was always in the frontal view.

ticipants in order to get enough samples for the generalization
trials.) Trials for each type were sampled randomly with-
out replacement from the larger pool of 200 trials from Exp.
1, per participant, and the order was random. Thus, partici-
pants no longer saw all the same target stimuli. Of course, the
strongest test of whether people are adapting their decoding
strategies would be to only show one no-viewpoint-change
trial to each participant, on the very last trial. However, we
chose the 80/20 split to strike a balance between hypothesis
testing needs and the amount of data that would need to be
collected.

Modeling
The aim of our modeling was to compare human responses
to a variety of visual features which varied in their 3D
face-shape specificities. Toward this end, we extracted fea-
tures from two different deep convolutional neural networks
(DCNN), trained on faces according to different objectives.
Previous work (Yildirim et al., 2020) showed that these net-
works acquire a hierarchy of features ranging from view-
specific (more 2D) in early layers to more view-invariant
(more 3D) in later layers, thus meeting our requirement.

One of the pre-trained networks we used was the Efficient
Inverse Graphics engine (EIG) (Yildirim et al., 2020). This
network is trained to invert a generative face model, under
the assumption that the faces we encounter in the world are
generated according to the BFM. Specifically, the EIG was
trained to map face images (generated based on the BFM) to
identities in the BFM (the ∼400 shape and color dimensions
used to produce a face). The network demonstrated good gen-
eralization to real photographs.

The other pre-trained network we used was the VGG face
network, as presented in (Parkhi, Vedaldi, & Zisserman,
2015). We used the “VGG-raw” pretrained version as in
Yildirim et al. (2020). This network was trained to map a
face image to one of several thousand celebrity identities.
The training set was created from images freely available
on the internet, and the architecture was based on VGG-16
(Simonyan & Zisserman, 2014).

Subjective Ratings. While the DCNN layers we use here
may capture some important abstractions about faces, it is
possible that they do not adequately capture certain high-
level, behaviorally-relevant features that are salient to people.
For example, people might be sensitive to changes in the mas-
culinity or femininity of a face (Freeman, Rule, Adams Jr, &
Ambady, 2010), in a way that the DCNNs are not. It is pos-
sible that including or omitting these kinds of features may
alter our conclusions.

To investigate this possibility, we collected subjective rat-
ings (N=19 per stimulus) of our face stimuli from partici-
pants along several high-level dimensions. Participants gave
ratings on a one-to-five scale along masculinity/femininity,
strangeness (some generated faces looked particularly un-
usual or striking), age, weight, and emotional valence (some
faces deviated slightly from neutral, despite setting expres-
sion to neutral in the BFM). We collected 19 ratings per stim-
ulus image, which we z-scored per question within each par-
ticipant and then averaged. The result was a single score for
each question for each target or probe image. This vector was
then treated as another feature, just like a DCNN layer.
Logistic regression models. In order to predict
same/different responses, we trained logistic regression
models based on the (flattened) DCNN features. Specifically,
we first produced a “psychological” distance for a particular
layer by computing the cosine distance between target and
probe in feature-space. That is, we compute the activations
from layer i for the target, and then for the probe, and
compute the cosine distance between these two vectors.
The result is a number between 0 and 2, where 0 means
the images are highly similar according to layer i. This
procedure gives one number for each of the 200 trials, for
each layer. Then we fit a standard logistic regression to
map from the distance predicted by layer i on each trial and
whether the participant responded “different”. If layer i is a
good model of the data, then its distance should be larger in
trials where people reported a change more frequently. We
restricted our analysis to the half of trials in which there was
actually a change between target and probe, since in the other
half the model distance was always zero.

Finally, we note that the procedure was slightly different
for the survey data compared to DCNN layers. We assumed
that the magnitude of the feature vectors in this case mattered,
so instead of cosine distance, we used absolute difference.
That is, for each target-probe pair, for each question k, we
took the absolute difference between the average rating for
target and probe. Then, we summed across questions to pro-
duce a single distance value for each target-probe pair, just
like the DCNN layers.
Feature invariances. While we hypothesize that layer depth
may be used as a proxy for face-shape invariance, we can
also measure this property more directly. We created an in-
variance index by measuring how much similarity drops off
as viewpoint changes. Intuitively, if a layer is perfectly in-
variant, there should be no drop-off with viewpoint change.



More specifically, for each layer we measured average co-
sine distance between the target and probe identities from
the viewpoint-change “same” trials (i.e., when the target and
probe identity was the same but viewpoint changed). Thus,
we averaged 200 distances to get a single value per layer. Fi-
nally, we subtracted those values from 1 to ensure that they
increase with face-shape invariance.

Results
Experiment 1. In this experiment, we tested the hypothesis
that people i) store multiple, distinct feature sets that are use-
ful in distinct tasks, and ii) decode these features from mem-
ory in a context or task-dependent manner. In particular, we
tested whether people store face features that are relatively
3D-shape-invariant in addition to features that are less shape-
invariant. To do so, we fit a standard logistic regression model
to aggregated participant data for each layer in each of the two
DCNNs. For each layer, we then calculated the model’s log
likelihood.

The result for each DCNN and each condition is shown
in Figure 2. In the viewpoint-change condition, the clear
trend is that the later layers of each network produce higher
likelihoods. In the no-viewpoint-change condition, later lay-
ers do not provide the best fits. The function of likeli-
hood versus layer depth appears more smooth and monotonic
in the no-viewpoint-change condition in the VGG face net-
work, compared to EIG. We suspect this is a result of having
more layers, since it has been found that deeper networks ac-
quire higher representational similarity between adjacent lay-
ers (Kornblith, Norouzi, Lee, & Hinton, 2019).
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Figure 2: Negative log likelihoods of the logistic regression model
based on each DCNN layer (Experiment 1).
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Figure 3: Summary of bootstrap analysis for Exp. 1. Each bar
shows the proportion of resamples of the data for which the layer
“preferred” the viewpoint-change data.

We conducted a bootstrap analysis to estimate confidence
intervals by resampling responses with replacement. How-
ever, we found that this analysis was not meaningful, because
errors were correlated between layers. That is, all layers
tended to go up or down in likelihood together, depending on
which trials were sampled. Thus, we instead measured how
well the rank ordering of likelihoods was preserved across
resamplings. For each resample, we recorded the rank in-
dex of layer i after sorting from lowest to highest likelihood.
Then we counted how often layer i “preferred” the viewpoint-
change versus no-viewpoint-change condition. For example,
we say that layer i prefers the viewpoint-change condition
for a particular resample of the data if it gets ranked higher
for that condition than for the no-viewpoint-change condition.
We conducted this procedure separately for each DCNN. Fig-
ure 3 shows the results of this analysis. The deeper layers
strongly prefer the viewpoint-change condition, and prefer-
ence for the no-viewpoint-change condition tends to increase
toward earlier layers, in a manner consistent with Figure 2.

The pattern of results above suggests that layer depth may
be a reasonable proxy for face-shape invariance. However, it
is also important to test this more directly. Thus, we measured
the face-shape invariance for each layer, as described in the
Experimental Methods, and plot the result in Figure 4. Inter-
estingly, our invariance measure provides even stronger sup-
port for the hypothesis that participants relied on more view-
invariant features in the viewpoint-change condition, and less
view-invariant features in the no-viewpoint-change condition.
In particular, our measure tracks the log likelihoods in the
no-viewpoint-change condition rather precisely (compare to
orange bars in Figure 2). Thus, layer depth is not a perfect
proxy for invariance, according to our measure, but the ways
in which it differs directly support the primary hypothesis.

We used Spearman correlation to quantify the degree of
agreement between DCNN features and responses. In the
viewpoint-change condition, we found a correlation of ρ =
0.37 (p < 0.0001) between stimulus-averaged responses and
target-probe distances derived from the highest-likelihood
layer of the EIG. For VGG, the correlation was ρ = 0.34
(p < 0.0001). For the no-viewpoint-change condition, the
corresponding correlations were ρ = 0.38 (p < 0.0001) and
ρ = 0.37 (p < 0.0001).
Experiment 2. For this experiment, we conducted the same
analyses as the first experiment (grouping by trial type). As
discussed above, if we find a similar result to Experiment 1,
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Figure 4: Face-shape invariance for each DCNN layer.

it suggests that people were storing a mixture of features, as
hypothesized, rather than setting their allocation strategy on
a trial-by-trial basis. Our results confirmed this prediction,
as can be seen in Figure 5. We also conducted the bootstrap
analysis, which looked very similar to Exp. 1.
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Figure 5: Negative log likelihoods of the logistic regression model
based on each DCNN layer (Exp. 2). Note that the magnitudes of
the likelihood values depend on the number of trials, which were
uneven (80% viewpoint-change, 20% no-viewpoint-change).

Experiment 3. This experiment explored additional features
that participants encode which are not captured by the DCNN
features. As described above, we collected subjective ratings
along several behaviorally relevant dimensions. We then es-
timated target-probe distances along these dimensions, in a

similar manner to the DCNN layers. We asked i) how well
this ratings-based model explains responses on its own, and
ii) whether it explains additional variance when combined
with the most explanatory DCNN layers.

We found that on its own, the ratings-based model per-
formed as well in the viewpoint-change condition but poorly
in the no-viewpoint-change, compared to the DCNN layers.
Applying the same logistic regression analysis as above to
Exp. 1 data, we found that the ratings-based model had
a log-likelihood of -718.4 in the viewpoint-change condi-
tion (Spearman ρ = 0.33, p < 0.0001) and -740.8 (Spearman
ρ = 0.20, p < 0.01) in the no-viewpoint-change condition,
compared to -719.2 and -732.6 for the best DCNN layers,
respectively. Thus, in the viewpoint-change condition, partic-
ipants relied relatively more on features like those in our sur-
vey questions. One possible explanation for the discrepancy
between conditions comes from the fact that the target-probe
delta in the viewpoint-change condition needed to be larger
because trials were more challenging. As a result, one might
be more likely to find noticeable differences between the tar-
get and probe along high-level dimensions like masculinity.
This could be true, for example, if some dimensions are coded
in a more categorical manner (e.g., male vs. female) (Beale &
Keil, 1995; Goldstone & Hendrickson, 2010). If so, a change
would be hard to notice unless it passes a certain threshold.

Next, we repeated this analysis for a composite model
that combined the best-fitting DCNN layers in each condition
(based on results from Exp. 1) with the ratings-based model.
We defined this composite model as dcomp = αdratings +(1−
α)dDCNN , where d is cosine distance (for some target-probe
pair) and 0 ≤ α ≤ 1 is a free parameter. We conducted a
grid search over α values, training a logistic model for each
one. In the viewpoint-change condition, we found maximum
log likelihoods of -708.8 (α = 0.34) and -707.2 (α = 0.39)
for EIG and VGG, respectively, as compared to -721.6 and
-719.2 for the DCNN layers alone. In the no-viewpoint-
change condition, we found a maximum log likelihood of -
729.9 (α= 0.24) and -727.9 (α= 0.27) for EIG and VGG, re-
spectively, as compared to -734.1 and -732.6 for each DCNN
layer alone. Thus, with both networks, we found the com-
posite model was an improvement over DCNN layers alone,
though the improvement was greater in the viewpoint-change
condition. In both networks and both conditions, the DCNN
layers were weighted more heavily, suggesting that DCNN
features were at least as important in explaining responses.

It is possible that the increase in likelihood after adding
in the ratings-based model could simply reflect the greater
diversity of features, rather than the particular high-level at-
tributes we measured. For example, perhaps similar gains
would be found if we repeated the same analysis but instead
combined the best-fitting DCNN layer with other layers from
the same network or a different network. To test this, we re-
peated the composite model analysis but replaced the ratings-
based model with every DCNN layer in turn. We found the
resulting improvements were more modest, even when mix-



ing and matching between EIG and VGG (see Figure 6).
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Figure 6: Comparison of models that do and do not include sub-
jective ratings. “Best” refers to the layer that produced the highest
likelihood on its own in Exp. 1, and “X + Y” denotes a linear combi-
nation of two models, X and Y (with the optimal weighting between
them, see text). To produce “Best X + other X” we paired the best
layer in X with each remaining layer in turn, and reported the pair-
ing with the best result. To produce “Best X + other Y”, we did
the same, except we searched over layers in Y, not X. All values
computed using data from Exp. 1.

Importantly, the composite model did not overturn the con-
clusions from our earlier analysis. We repeated the analysis
from Experiment 1, except that we fit the composite model
for every layer. We found that the relative differences in like-
lihood between layers were almost identically preserved, ex-
cept that all the likelihood values were shifted higher as a
result of adding the ratings-based model.

Taken together, these results support the conclusion that
participants in our experiments relied on additional features
that were not adequately captured in the similarity struc-
tures of the DCNN models. Moreover, they add support
for our hypothesis that people store multiple distinct feature
sets. Specifically, they suggest that participants were always
storing these additional, high-level features alongside more
purely perceptual features. The neurobiological evidence also
supports this conclusion, at least in the case of sex: separate
brain regions have been found to subserve categorical versus
continuous representations of gender (Freeman et al., 2010).

Discussion
In this work, we considered the problem of task uncertainty
in visual memory. There are many kinds of features that we
could store after looking at the objects in our natural envi-
ronment, and different features may be more useful in some
memory tasks than others. For example, here we specifically
considered a dichotomy between 2D and 3D features: 2D fea-
tures are needed for recalling viewpoint-related information,
while 3D features are needed for recalling shape-related in-
formation. If either kind of task is possible in the future, a
good strategy would be to store both 2D and 3D features.

Data from our change-detection task suggest that people
adopt some version of this strategy. However, our experi-

ments do not directly assess the optimality of behavior. While
it seems intuitively reasonable that people should store some
mixture of 2D and 3D face features, addressing this question
requires rigorous study of the set of memory-related tasks in
people’s natural environments, as well as uncertainty over fu-
ture needs. For example, if people do not usually need to
recall viewpoint information, then devoting too much of their
storage to 2D features would be suboptimal.

Our work raises important questions regarding the design
of encoding and decoding operations in memory systems and
how these are coordinated. For instance, in the viewpoint-
change condition from our experiment, participants needed
to decode selectively from the 3D features stored in memory,
largely ignoring the 2D features. While previous research has
raised the point that memory should store invariant features
in order to recognize the same object under new viewing con-
ditions (Riesenhuber & Poggio, 2000), to our knowledge the
problem of storing and decoding mixtures of features has not
been considered. For instance, is it better to store 2D and
3D features as separate memory traces, or as part of a single,
integrated trace?

Finally, while our work applies most clearly to memory for
complex objects and scenes, it may also have implications for
understanding performance limitations in the kinds of sim-
plified displays more commonly used in the literature. For
example, it is possible that people store features at multiple
levels of abstraction, similar to our finding with faces, even in
simple displays like colored squares on a blank background.
If so, configural features may have a predictable impact on
memory performance. In fact, there is robust evidence that
the specific configuration of items in a display matters sub-
stantially (Brady, Konkle, & Alvarez, 2011; Brady & Tenen-
baum, 2013; Martin & Becker, 2021; Brady & Alvarez, 2015;
Orhan & Jacobs, 2013), and thus memory for one item in a
display cannot be considered fully independent of memory
for the other items. The framework we present here suggests
a principled modeling approach for predicting the role of item
configuration in memory and how that relates to capacity lim-
its. In particular, our work suggests that people allocate stor-
age for “extra” features that may not end up being used in
a particular task, as a rational response to task uncertainty.
Thus, to estimate capacity and predict performance, we need
to consider the full set of features being stored. We should
try to understand the features that people store when studying
natural images, because they may be similar to the ones they
store when studying more simplified displays.
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