
Project 24: Policy gradient learning in the striatum 
 
1) Implement the striatal policy gradient algorithm described in Chapter 11 (Section 
2.1) of Computational Foundations of Cognitive Neuroscience. Simulate correlations 
between dSPNs and iSPNs before and after action selection, comparing to data 
reported in Lindsey et al. (2025). 
 
2) Show the responses of these neurons following low vs. high probability actions, 
comparing to data reported in Markowitz et al. (2018). 
 
3) Discuss the possible neural correlate of action prediction errors (Greenstreet et 
al., 2025), and how they might interact with reward prediction errors, as implied by 
Eq. 16 in Section 2.1. 
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